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Building and implementing parallel algorithms in the area of computer algebra has become an important thread of research for more than a decade with the increasing availability of various parallel architectures, from dedicated machines to network of workstations. New algorithms have been built and implemented to solve high performance computing challenges.

The aim of this tutorial is to give an introduction to parallel algorithms in computer algebra, from the building of an efficient algorithm to its effective implementation on a given architecture. Parallel computer algebra systems, that exploit the parallelism of an algorithm on a given architecture, play a central role to ensure efficient executions. Due to the variety of parallel programming models, several such systems propose various approaches to express parallelism, from data distribution to functional parallelism.

After an introduction to algorithmic techniques and classical programming models, the tutorial will focus on parallel computer algebra systems, parallel linear algebra algorithms and their effective implementations. The tutorial is organized in four parts:

1. Parallel efficient algorithms. The major techniques used to build efficient algorithms on theoretical machine models are presented. They are illustrated by various basic computer algebra algorithms. Due to the non-uniformity of memory access, communication complexity is a key point to take into account in the analysis of the algorithm.

2. Programming models and scheduling. To combine expressive power and portability, several programming models have been proposed, from message-passing to bulk-synchronous programming and functional languages. The inherent overhead due to their emulation makes each of them suited to a specific range of applications.

3. Parallel computer algebra systems. Different parallel systems are proposed that are based on the coupling of a sequential system and a parallel programming model. They are often guided by the classes of applications on which they have been experimented.

4. Parallel linear algebra. The parallelization techniques introduced before are illustrated on various research problems in parallel linear algebra: system solving, gcd, rank and normal forms.
Chapter 1

Parallel efficient algorithms
Parallel algorithmic is a successful theory. Several methods, techniques and paradigms, which are presented in several books and surveys [60, 5, 30, 38, 35, 20, 41, 28, 39, 45] have been developed to build powerful theoretical algorithms. Furthermore, they stand as a basis for implementation of performant programs on effective parallel architectures. Those general techniques overflow computer algebra framework even if arithmetic and algebraic computations are of specific interest.

In this chapter, we introduce the main techniques involved in the building of parallel algorithms. They are illustrated on elementary computer algebra problems. The underlying model is PRAM but the data-flow graph representation is also introduced. It is used to describe executions of a parallel algorithm and to define its cost. Three factors are here preponderant: parallel execution time, number of operations and granularity which is related to the required volume of communications. An efficient algorithm realizes a compromise solution between those three factors.

The organization of the chapter is as follows. Section 1 describes the local PRAM model, the data-flow graph representation and cost analysis. Following sections illustrate, using simple examples, the main techniques involved in the building of:

- section 2: a coarse granularity algorithm from a fine grain optimal one;
- section 3: a fast optimal algorithm from a very fast but non optimal one;
- section 4: an very fast optimal randomized algorithm from a deterministic but non optimal one.

Finally, in the last section, we give an overview of parallel time complexity, focusing on boolean-arithmetic circuits which are commonly used in computer algebra.

### 1.1 PRAM, DFG and cost analysis

The Parallel Random Access Machine (PRAM) [18, 4] is the most common execution model used to build and analyze parallel algorithms. Its major feature is to be independent from the number of processors used. In this section we focus on the local PRAM model introduced in [38]. Cost analysis takes into account both arithmetic and communication complexities.

In the following, $A$ denotes an algorithm and $A_n$ its restriction for input of size $O(n)$.

#### 1.1.1 The PRAM model

A Local Parallel Random Access Machine (PRAM) is setted of:

- an (infinite) number of processors $P_0, \ldots, P_N, \ldots$, each indexed by an integer (processor identifier or pid in short). Each processor is a RAM (Random Access Machine [2]) and gets its own local memory which contains its own pid.

- a global (or shared) memory. Each processor can copy data from the global memory into its own local memory: this operation is called global read or read in short. Conversely, each processor can copy a data from its own local memory into the global one: this operation is a write operation.

Initially, input variables are available in global memory. At the end of computation, final outputs are also stored there.
A program that consists in a finite sequence of RAM elementary instructions, extended by the global elementary (i.e. single word location) read and write instructions.

- a global clock that ensures a synchronous mode of computation. After initialization (first top), processors are ready to execute the first instruction of the program. At each top (or step), each processor executes the next RAM instruction in the program. Thus it performs either an elementary arithmetic operation within its local memory or an access to the shared memory (read or write).

The program terminates when processor with pid 0 executes the halt instruction.

Note that the program may contain branching instructions eventually depending on the pid value. Due to branching instructions, at a given top, processors may execute different instructions (Multiple Instruction Multiple Data – MIMD – type).

**Figure 1.1: The local PRAM execution model**

**Semantics of access in shared memory.** Due to the synchronous mode of computation, semantics of global memory access is simple and only depends on the behavior when, at a same top, several processors concurrently accede to a same single location in the shared memory.

At a same top, two processors can’t perform both a read and a write in the same location. But concurrent read (or concurrent write) access may be allowed, depending on the PRAM:

- an EREW-PRAM (Exclusive Read Exclusive Write) does not allow concurrent access to a single location.
a CREW-PRAM (Concurrent Read Exclusive Write) allows only concurrent read access.

a CRCW-PRAM (Concurrent Read Concurrent Write) allows concurrent access (all in the same mode, either read or write).

When a concurrent write operation is performed into a single location in the shared memory, different semantics are considered depending on the reduction operation performed to produce the final value:

- COMMON: all processors have to write the same value. If not, an error is produced.
- ARBITRARY: an arbitrary processor writes its value.
- PRIORITY: the processor with the minimum pid writes its value.
- CUMULATIVE: the sum of all the concurrent values is written. The addition operation (defined between single location values) is assumed to be associative. Furthermore, it is assumed to be commutative to have, like concurrent read and common or arbitrary write operations, a semantic independent from the pids of the writing processors. This concurrent write mode is also called combining [41].

As detailed further, those different variants of the PRAM are relatively closed to each others: each one can simulate the other one with small overheads [14, 41, 28].

**Dynamic task creation**  The above definition presents two drawbacks:

- it assumed that, after initialization, an unbounded number of processors start execution;
- dynamic creation of parallelism has to be described in the program using busy-waiting; this means that the scheduling of the program is completely described in the program.

In the initial definition from [18], only the processor with pid 0 starts execution of the program. To generate parallelism, an elementary `fork <e>` instruction is defined. When a processor $P$ executes this instruction, an inactive processor $P'$ is reset. The accumulator of $P$ (which may contain an address in the shared memory where some parameters are stored) is first copied into the one of $P'$. The pid of $P'$ is then put into the accumulator of $P$. This allows $P$ and $P'$ to later communicate via the shared memory.

At the next step, $P$ executes the following instruction (the one that follows the `fork`) and $P'$ starts the execution of the program at the instruction labeled e.

Using `fork`, dynamic task creation is made possible, scheduling (allocation of inactive processors) being ensured by the PRAM machine. However, this modification implies that any PRAM program that uses a polynomial number $n^{O(1)}$ of processors takes a time $\Omega(\log n)$, forbidding the building of constant time algorithms; if an algorithm is involved during the execution of a program (e.g. inside the body of a loop), this overhead may easily be avoided. Analysis of costs in this chapter are made under the previous model, thus without taking into account task allocation overhead.
1.1. PRAM, DFG and Cost Analysis

Randomized PRAM To support execution of randomized algorithms, the PRAM is extended in the following way. A new random instruction is introduced that allows each processor to generate (in one top) a random bit (or a random number that fits in a single memory location).

Random generations (i.e. random instructions) performed by a processor during the execution are assumed to be independent realizations of an uniform law. Moreover, generations performed in parallel at a given top by different processors are also assumed to be independent.

1.1.2 Execution of a PRAM program and data-flow graphs

Being given the input data, the execution of a PRAM program may be represented as a direct acyclic graph. Vertices correspond to instructions that are executed (one vertex, one instruction) and edges to precedence relations between instructions. Basically, if \( v \) (resp. \( w \)) is the vertex representing an instruction executed\(^1\) at step \( i \) (resp. \( i + 1 \)), then there is an edge from \( v \) to \( w \).

However, the finest representation of a parallel algorithm is given by the data-flow graph (DFG) of any of its executions. DFG is direct acyclic and bipartite with node sets \( J = \{j_1, \ldots, j_n\} \) corresponding to instructions (\( j \) meaning job) and \( T = \{t_1, \ldots, t_m\} \) corresponding to single assignment data (\( t \) meaning transition). An edge goes from \( t_k \) (resp. \( j_i \)) to \( j_i \) (resp. \( t_k \)) if \( j_i \) is a read (resp. write) instruction of the global data related to \( t_k \).

In the DFG, any memory access, either global or local, is represented by an edge between a location (represented by a transition node) and an instruction (a job node) that requires the access. Except for transitions related to input, immediate ancestors of each transition \( t_k \) are write instructions: only one on an exclusive-write PRAM, eventually more on a concurrent-write one. Conversely, its immediate successors (except for transitions related to output) are read instructions: only one on an exclusive PRAM, eventually more on a concurrent-read one. This means that when all immediate successors (job nodes) of a transition have been executed, the location related to it in global memory may be garbagged.

Let us considered the DFG related to a tree computation scheme. As an illustration, we consider two algorithms that solve the iterated product\(^2\) problem: it consists in computing the product of \( n \) elements. In order to exhibit parallelism, multiplication is assumed to be associative and commutative. A balanced binary tree scheme gives an algorithm that works on an EREW PRAM; related DFG is shown in figure 1.2. On a CUMULATIVE-ERCW PRAM all products may be performed concurrently and cumulated on a shared location (fig. 1.2.b).

This graph defines a precedence relation, denoted \( \prec \), between instruction nodes in \( J \). Let \( j_1, j_2 \) be two nodes in \( J \); \( j_1 \prec j_2 \) if there is a path in DFG from \( j_1 \) to \( j_2 \). In the following, we will consider the subgraph \( DFG_a(J, \prec) \) of \( DFG \), where only arithmetic instructions and their precedence relations are represented.

Remark 1. The data-flow description of the algorithm is roughly equivalent to a straight-line program \([32]\).

Remark 2. Note that symmetry of input (resp. output) edges to a transition node assumes commutativity of access. This is verified for any concurrent write (resp. read) access defined on the

---

\(^1\)Instructions corresponding to \( v \) and \( w \) may be executed by different processors.

\(^2\)also called iterated sum when an addition law is considered
1.1.3 Describing PRAM algorithms: ATH language

PRAM stands as an abstract model virtualizing any parallel architecture. In order to describe PRAM algorithms, we need an elementary programming language which leads to easy description of algorithms.

Since evaluation of a parallel algorithm is directly related to the analysis of DFG, a sequential description should be sufficient since data-dependencies appear implicitly: each read access to a location gets the value put by the last write in a sequential execution. However, two characteristics, which not appear in a sequential description, are to be taken in account:

- two levels of memory access are distinguished: local and global. Global memory access support CUMULATIVE-CRCW semantics.
- the elementary unit of instruction is the block. A block is a sequence of elementary RAM instructions. A block is executed in sequential; it takes benefit of local access.

In the following, we consider an extension of the basic PRAM basic language introduced in [18] based on those two considerations. This abstract language is called ATH, an acronym for Asynchronous Tasks Handling.

Blocks of instructions are defined as procedures body. Execution of such a block is a task. Tasks may be ordered either in sequence using synchronous procedure call or in parallel using asynchronous procedure calls (prefixed by for). In this last case, precedence relation between tasks is defined in a natural way, according to shared-data dependencies that appear in a sequential execution of the program. Data dependencies concerning local data are then not considered in the relative DFG.
Figure 1.3 gives two different recursive programs for the iterated product. Version (a) works on an EREW PRAM and is related to DFG presented in figure 1.2.a. Version (b) works on a CUMULATIVE-ERCW; corresponding DFG is presented in figure 1.2.b.

![Diagram](image.png)

Figure 1.3: ATH code of two iterated products: (a) EREW, (b) cumulative-ERCW. Data in shared memory are explicitly declared by the prefix shared. Notation $x.f()$ means that function $f$ is called on the data in shared memory $x$. In program (b), the function call $x.Cumul <*> (v)$ specifies a cumulative concurrent write on the data in shared memory $x$; the commutative and associative binary function implementing the operation is $\ast$.

### 1.1.4 Time, work and communication costs

Consider a PRAM program. In the following, $n$ denotes the size of the input. The arithmetic cost is characterized by:

- the **parallel time** $T(n)$ which corresponds to the number of executed steps;
- the **arithmetic work** $W_a(n)$, i.e. the whole number of operations performed.

Those quantities are independent of the number of processors and thus may be defined directly from the DFG description of the execution.

**Definition 1** The **parallel time** $T(n)$ is the maximal depth of DFG($x$) for any input $x$ of size $n$:

$$T(n) = \max_{x, ||x||=n} \text{depth}(DFG_a(x))$$

(1.1)

The **arithmetic work** $W_a(n)$ is the number of instruction nodes of DFG($x$) for any input $x$ of size $n$:

$$W_a(n) = \max_{x, ||x||=n} \#V(DFG_a(x))$$

(1.2)
The arithmetic cost is denoted:

\[ O_a(T(n), W_a(n)) \]  

Similarly, the communication cost is characterized by two factors:

- the communication delay\(^3\) \(C_d(n)\) is the maximal number of global memory access performed by a processor;
- the communication work \(W_c(n)\), i.e. the whole number of global memory access performed.

The PRAM program implements a scheduling of the DFG on an infinite number of processors: any access to the local memory on each processor is not considered as a communication. Thus, the communication cost may vary depending on the number of processors used in the program. To define communication cost with respect to a parallel algorithm (independent of a number of processors, and so more general than the program that implements it), we will refer to its DFG.

**Definition 2** The communication work \(W_c(n)\) is the maximal number of edges for any input of size \(n\):

\[ W_c(n) = \max_{x, \|x\|=n} \#E(DFG(x)) \]  

The communication delay \(C_d(n)\) is the maximal length of a path in DFG from an input data to an output one:

\[ C_d(n) = \max_{x, \|x\|=n} \text{Depth}(DFG(x)) \]  

The communication cost is denoted:

\[ O_c(C_d(n), W_c(n)) \]

In order to compare arithmetic and communication costs, the granularity \(g(n)\) is defined.

**Definition 3** The granularity \(g(n)\) is the ratio between the arithmetic and communication works:

\[ g(n) = \frac{W_a(n)}{W_c(n)} \]  

### 1.1.5 Efficient algorithms

Let \(A\) be an algorithm with cost \(T(n), W_a(n), C_d(n), W_c(n)\). Let \(W_a(n)\) the work of the best known (sequential) algorithm that solves the same problem.

The building of a parallel algorithm to solve a given problem may be aimed at different directions:

- either finding the smallest amount of time required to solve a problem. In this context, the class \(NC\) of problems that may be solved in parallel time \(T(n) = \log^{O(1)} n\) using a polynomial number of processors \(W_a(n) = n^{O(1)}\) plays a central role.

\(^3\)\(C_d(n)\) is called communication complexity in [28].
or building an efficient program that leads to solve larger problems in a reasonable amount of time taking benefit of the ability to use several processors, let us say \( p \). Here, arithmetic and communication overheads (i.e. \( W_a(n) \) and \( W_c(n) \)) are to be carefully taken into account in order to guarantee efficient executions.

A common trade-off [38] consists in building parallel algorithms that:

- have polynomial speed-up, i.e.
  \[ T(n) = O(W_a(n)^\epsilon) \quad \text{with} \quad \epsilon < 1 \]  
  (1.8)

- are work-preserving, i.e.
  \[ W_a(n) = \Theta(W_a(n)) \]  
  (1.9)

  The inefficiency \( \nu \) measures the arithmetic overhead:

  \[ \nu(n) = \frac{W_a(n)}{W_a(n)} \]  
  (1.10)

- require few communications, i.e
  \[ W_c(n) = O(W_a(n)^\epsilon) \quad \text{with} \quad \epsilon < 1 \]  
  (1.11)

**Definition 4**

\( A \) is said:

- fast if it achieves poly-logarithmic parallel time with a polynomial number of operations, i.e.
  \( T(n) = \log^{O(1)} n \) and \( W_a(n) = n^{O(1)} \).

- optimal if it is fast and has constant inefficiency.

- efficient if it has a polynomial speed-up and a constant efficiency.

- of coarse-granularity if it has polynomial granularity, i.e. \( g(n) = n^{O(1)} \).

In order to not absolutely reject fast algorithms involving a small overhead in arithmetic operations, fast algorithms with poly-logarithmic inefficiency will be considered as efficient also.

In the following, some main techniques that lead to the building of an efficient and coarse-granularity algorithm are overviewed. It turns out that minimizing time without preserving work (i.e. building \( NC \) algorithm) is of specific interest:

- algorithmic techniques involved for both are very close;

- it gives a lower bound on the best parallel time that may be achieved;

- an inefficient but fast algorithm may successfully be coupled to a slower but efficient one to build a faster program.
1.1.6 Example

We illustrate previous definitions on the iterated sum algorithm presented in figure 1.3.a. Scalar product of two vectors is directly reduced from iterated sum; it may be applied to perform matrix multiplication in a semi-ring.

Iterated sum

For the EREW algorithm presented in figures 1.3.a and 1.2.a (balanced tree computation scheme), we have assuming $n = 2^n$:

\[
T(n) = \log n \quad C_a(n) = \log n + 1
\]

\[
W_a(n) = n - 1 \quad W_c(n) = 2n - 1
\]

This algorithm is optimal since its cost is – asymptotically – a lower bound.

As a consequence, the scalar product of two vectors is computed on an EREW with cost:

\[
O_a(\log n, n) \quad \text{and} \quad O_c(\log n, n).
\]

On a semi-ring, $+$ is commutative. Thus, on a cumulative-CRCW PRAM, this problem may be computed with parallel cost (fig. 1.2.a):

\[
O_a(1, n) \quad \text{and} \quad O_c(1, n).
\]

However, description of the computation scheme (cf program in fig. 1.3.b) may require $O_a(\log n, n)$.

Matrix product

Consider the problem of computing a square matrix product $C = AB$ in a semi-ring (i.e. using only $+$ and $\times$ operations).

Let $n$ be the dimension of the matrices: since $C_{i,j} = \sum_{k=1}^{n} A_{i,k} B_{k,j}$, the problem reduces to $n^2$ independent scalar products. Using 1.13, we obtain a parallel algorithm with cost:

\[
O_a(\log n, n^3) \quad \text{and} \quad O_c(\log n, n^3).
\]

Since $W_s(n) = \Theta(n^3)$ [37], this algorithm is efficient.

However, $g(n) = \Theta(1)$ and it is not coarse-granularity. Besides, it can be seen that, if $E$ is a field (or ring), the above algorithm is not efficient (polynomial inefficiency) neither theoretically since $W_s = O(n^{2.376})$ [15, 45] nor practically since $O(n^{2.81})$ algorithms are of practical use [3, 40, 17]. We will see in following sections how to overcome those problems.

1.1.7 Relations between PRAMs

We consider the cost of the execution of a parallel algorithm (defined on a CUMULATIVE-CRCW PRAM for instance) on a given PRAM with a fixed number of processors and with its own semantics for access in shared memory. Two cases are distinguished: when the number of processors is decreased and when memory access are restricted. We consider here only arithmetic costs. The main consequence is the existence of optimal – within a constant factor – simulations of a CRCW algorithm that uses an unbounded number of processors on an EREW machine with a fixed number of processors.
1.2. INCREASING GRANULARITY

**Theorem 1** Fine grain simulation with fewer processors - Brent's principle [9, 28]. Let \( A \) be an algorithm that can be implemented to run in (arithmetic) parallel time \( T \) and work \( W_a \) on a given PRAM with an unbounded number of processors. If each local access corresponds to a global one, then \( A \) can be scheduled on the same PRAM, but with \( p \) processors, to run in (arithmetic) parallel time \( T_p(n) \):

\[
\left\lfloor \frac{W_a(n)}{p} \right\rfloor \leq T_p(n) \leq \left\lceil \frac{W_a(n)}{p} \right\rceil + T(n) \tag{1.16}
\]

It can be noted that this fine grain simulation does not take into account additive cost due to the computation of the schedule [12, 22].

**Remark.** In chapter 2, a constructive coarse grain simulation for DFGs where arithmetic nodes may represent a sequence of elementary instructions.

**Theorem 2** Simulation with restricted access in global memory [28, 38]. Let \( A \) be an algorithm that can be implemented to run in (arithmetic) parallel time \( T_p \) on a CUMULATIVE-CRCW PRAM with \( p \) processor. Then, \( A \) can be implemented on an EREW PRAM with \( p \) processors to run in time \( O(T_p \log p) \).

### 1.2 Increasing granularity

Efficient parallel algorithms require near-optimal work; obviously, the careful analysis of the smallest depth DFG induced by a sequential algorithm among the best is then of practical interest.

As a major example, sequential algorithms based on a partitioning of the problem into – many – independent subproblems have intrinsic parallelism if partitioning and merging (to recover the global solution) steps are either parallel or of neglected cost. This situation appears frequently in numerous divide&conquer algorithms (let us say parallel divide&conquer). As a computer algebra instance, modular methods based on Chinese remainder computations [2, 10] amounts to this scheme.

Once a fine grain fast parallel algorithm built, increasing granularity is required to obtain and efficient algorithm with coarse-granularity. In this section, the technique consisting in stopping recursivity is illustrated on the matrix product problem; we prove an optimal granularity for this problem.

#### 1.2.1 Parallel divide and conquer

Let us consider the example of matrix multiplication using a standard bi-dimensional block algorithm:

\[
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{bmatrix}
= \begin{bmatrix}
A_{11}B_{11} + A_{12}B_{21} & A_{11}B_{12} + A_{12}B_{22} \\
A_{21}B_{11} + A_{22}B_{21} & A_{21}B_{12} + A_{22}B_{22}
\end{bmatrix}. \tag{1.17}
\]

All block matrices products, of dimension \( n/2 \), can be multiplied in parallel. Applying recursively this splitting scheme leads to a parallel algorithm with cost:

\[
O_a(\log n, n^3) \quad O_c(\log n, n^3) \tag{1.18}
\]
Note that, since coefficient addition is associative, each entry in the output matrix may be computed as an iterated sum of \( n \) values. This allows the whole computation to take a time \( \log n \) (instead of \( \log^2 n \) if additions where performed naively at each step). This remark appears directly on the DFG description for a CUMULATIVE-CRCW PRAM 1.4: all final sums are made in \( O(1) \) time. But the splitting process, which involves no arithmetic operation but recursive forks (cf fig. 1.3.b), requires \( O(\log n) \) time using recursive forks\(^4\). Another technique to obtain \( \Omega(n, n^3) \) consists in pipelining additions [1].

\[\text{CumulProductTerm}(a: \text{in } E, b: \text{in } E, c: \text{out } E)\]
\begin{verbatim}
begin
c.Cumul<+>(a.Read() * b.Read());
end
\end{verbatim}

\[\text{MatrixProduct}(n: \text{in integer}; a: \text{in array}[1..n,1..n] \text{ of } E, b: \text{in array}[1..n,1..n] \text{ of } E, c: \text{out array}[1..n,1..n] \text{ of } E)\]
\begin{verbatim}
begin
i, j, k: local integer;
for i = 1..n loop
  for j = 1..n loop
    for k = 1..n loop
      fork CumulProductTerm( a[i,k], b[k,j], c[i,j] );
    end loop
  end loop
end loop
end
\end{verbatim}

![DFG of the multiplication of two 3 \times 3 matrix (cumulative-CRCW)](image)

---

\(^4\)Note that the brute force program (fig. 1.4) which performs iteratively fork instructions requires \( \Omega(n^3, n^3) \)!
Remark. The same strategy applied to Strassen’s algorithm leads to a parallel algorithm with cost:

\[ O_a(\log n, n^{\log_2 7}) \quad O_c(\log n, n^{\log_2 7}) \quad (1.19) \]

Optimal in work (on a semi-ring), this algorithm has granularity \( g(n) = O(1) \): it is roughly equivalent to a recursive version of 1.15. In the next section, we detail how to increase granularity in order to build an efficient algorithm with coarse-granularity.

### 1.2.2 Minimizing communication work

Obtaining a coarse-granularity algorithm requires to minimize communications. This can be done by stopping the recursive parallel splitting process at a given depth, let us say when sub-matrices are of size lesser than \( k \) (i.e. depth \( \log \frac{n}{k} \)). Operations – resp. sums and products – on matrices of dimension \( k \) are then performed sequentially, using an optimal algorithm – resp. in time \( O(n^2) \) and \( O(n^3) \). The cost is then:

\[ O_a \left( k^3 + \log n, n^3 \right) \quad O_c \left( k^2 + \log \frac{n}{k} \cdot \frac{n^3}{k} \right) \quad (1.20) \]

which gives an algorithm with granularity \( g(n) = k \). We thus obtain a parallel efficient algorithm with arbitrary (polynomial) granularity.

**Theorem 3** For any \( g, \log^{1/3} n \leq g \leq n \), two \( n \times n \) matrices can be multiplied by an algorithm of granularity \( g \) with parallel cost:

\[ O_a \left( g^3, n^3 \right) \quad O_c \left( g^2 + \log n, \frac{n^3}{g} \right). \]

The previous algorithm 1.20 proves the upper bound. \( \square \).

The following theorem gives lower bounds for communication costs. It shows that the previous algorithm achieves an optimal communication delay and an optimal granularity among algorithms that achieves an optimal communication delay.

**Theorem 4** Let \( \mathcal{A} \) be an efficient parallel algorithm that multiplies two matrices of dimension \( n \) in time \( T \) using \((+, \times)\) only and performing \( \Theta(n^3) \) operations. Then,

\[ C_d = \Omega \left( T^{2/3} + \log n \right) \quad W_c = \Omega \left( \frac{n^{3/2}}{C_d^{1/2}} \right). \]

Since \( \mathcal{A} \) is efficient, \( T = O(n^\epsilon) \) with \( \epsilon < 3 \); by reduction from iterative sum, we thus have \( C_d = \Omega(\log n) \).

Kerr [37, 1] shows the lower bound \( \Omega(n^3) \) on the arithmetic work. Since \( \mathcal{A} \) performs \( \Theta(n^3) \) operations, its execution can be scheduled in time \( \Theta(T) \) using \( p = \frac{n^3}{T} \) processors. Let \( s_i, 1 \leq i \leq p \), be the number of shared memory access performed by processor \( i \). We then have \( W_c = \sum_{i=1}^{p} s_i \) and \( C_d \geq \max_{i=1}^{p} s_i \). To obtain a lower bound on \( W_c \) and \( C_d \), we use the following lemma [1, 25]: if a processor reads at most \( s \) elements of input matrices and computes at most \( s \) partial sums of their product, then this processor can compute no more than \( s^{3/2} \) multiplicative terms for these
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Applying this lemma to \( p_i \) which reads or writes at most \( s_i \) elements and since \( \Omega(n^3) \) multiplicative terms are to be computed, we have:

\[
\sum_{i=1}^{p} s_i^{3/2} = \Omega(n^3).
\] (1.21)

Bounding \( s_i \) by \( C_d \) and replacing \( p \) by \( \frac{n^3}{T} \) leads to:

\[
C_d = \Omega\left(\frac{T^{2/3}}{n^{3/2}}\right).
\] (1.22)

Noticing that \( \sum_{i=1}^{p} s_i^{3/2} \leq C_d^{1/2} \sum_{i=1}^{p} s_i \), we obtain:

\[
W_c = \Omega\left(\frac{n^3}{C_d^{1/2}}\right)
\] (1.23)

which concludes the proof \( \Box \).

**Recursive multiplication algorithms.** A similar study can be applied to other recursive matrix multiplication algorithms (e.g., Strassen). It leads also to efficient parallel algorithms with both polynomial speed-up and polynomial granularity that leads to performant implementations [17].

1.2.3 Conclusion

In this section, we have studied the DFG of a sequential algorithm, based on a divide & conquer scheme, that contains inherent parallelism. By halting the recursive process in order to minimize communications, we have exhibited a family of efficient parallel algorithms with arbitrary coarse-grain granularity.

Due to its practical interest, this technique has been successfully applied to various problems. One of significant interest in computer algebra is the discrete Fourier transform. The direct analysis of the FFT algorithm leads to a parallel algorithm with cost:

\[
O_a(\log n, n \log n) \quad O_c(\log n, n \log n).
\]

A clustering of elementary instructions (block clustering on the first \( \frac{\log n}{2} \) steps and cyclic clustering on the last \( \frac{\log n}{2} \) steps, cf. fig. 1.5) leads to an algorithm with parallel cost \([41, 39]\):

\[
O_a(\sqrt{n} \log n, n \log n) \quad O_c(\sqrt{n}, n).
\]

This algorithm has polynomial speed-up, optimal work and achieves also optimal granularity \([1]\).

The resulting algorithm is based on coupling a very fast parallel algorithm, optimal in time but requiring many communications, to a sequential one which minimizes communication. Such an algorithm is called “poly-algorithm”; the technique that underlies this coupling is called “cascading divide & conquer”.

Cascading divide & conquer may be applied in a more general context, by coupling a very fast parallel algorithm, yet requiring many operations, to a slower one which performs an optimal number of operations. This technique makes the building of very fast algorithms attractive even if the required number of operations is larger.
Figure 1.5: DFG of the EREW $O_n(\sqrt{n \log n}, n \log n)$ FFT algorithm of 16 points. There are $2\sqrt{n}$ arithmetic tasks (represented by square boxes embedding elementary operations and local dependencies), each corresponding to a sequential FFT computation on $\sqrt{n}$ points. For any task on the left, shared data dependencies imply a precedence relation with the $\sqrt{n}$ tasks on the right.
1.3 Breaking data-flow dependencies by redundancy and cascading divide&conquer

It may appear that DFGs related to a sequential algorithm contain data-dependencies that bound parallelism. Introducing redundant computations may then allow to break dependencies in order to minimize parallel time. Cascading divide&Conquer may then be used to obtain an optimal arithmetic work. In this section we illustrate this technique on the computation of the solution of a triangular linear system presented in [46]. We focus on communication costs.

Let $A$ be an $n \times n$ nonsingular triangular matrix with coefficients in a field $K$. We assume by convenience $n = 2^m$. Let $b$ a vector in $K^n$. We consider the computation of $x = A^{-1}b$.

1.3.1 DFG of the best sequential algorithm

The simple forward substitution algorithm has sequential cost $W_s(n) = \Theta(n^2)$. Direct analysis of its DFG (see fig. 1.6) gives its parallel cost:

$$O_a(n, n^2) \quad O_c(n, n^2),$$

which leads to an algorithm with polynomial speed-up but small granularity $g(n) = O(1)$.

If entries of $A$ are in global memory after initialization, we have $W_c(n) = \Omega(n^2)$. In a view to minimizing the communications involved by the algorithm itself, in the following we do not consider the access to $A$ in the communication work $W_c(n)$.

In order to increase granularity, we consider a divide&conquer version of this algorithm [7]. Let $A$, $b$ and $x$ be divided into blocks:

$$A = \begin{bmatrix} A_{11} & 0 \\ A_{21} & A_{22} \end{bmatrix}, \quad b = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix}, \quad x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}. \quad (1.25)$$

Here $A_{11}$ is of size $h \times h$, $x_1$ and $x_2$ are of size $h$. We have:

$$A_{11}x_1 = b_1 \quad \text{and} \quad A_{22}x_2 = b_2 - A_{21}x_1, \quad (1.26)$$

where $x_1$ and $x_2$ are computed recursively using the same algorithm; $A_{21}x_1$ is computed using a scalar product (see 1.13). Note that the use of a pipeline scheme leads to the previous parallel cost 1.24.

We may then stop the recursive splitting when matrices are of size $k \times k$, and use sequential algorithms (triangular system inversion and matrix-vector product) on matrices of size lesser than $k$. The resulting parallel cost is:

$$O_a(nk, n^2) \quad O_c \left( nk, \frac{n^2}{k} \right), \quad (1.27)$$

which leads to an algorithm with granularity $g(n) = O(k)$.

**Theorem 5** For any $\epsilon < 1$, a triangular nonsingular linear system can be solved by an efficient parallel algorithm of coarse granularity $n^\epsilon$ in time $O(n^{1+\epsilon})$.

Choosing $k = n^\epsilon = o(n)$ in 1.27 proves the upper bound. □.
1.3. REDUNDANCY AND CASCADING DIVIDE&CONQUER

Update( x : out E,  
   a : in E,  
   y : in E )
begin
  x.Cumul<+>( -a.Read() * y.Read() );
end

FinalDivision( x : in and out E,  
   a : in E )
begin
  x.Write( x.Read() / a.Read() );
end

TriangularSolve ( n : in integer,  
   a : in array[1..n, 1..n] of E,  
   b : in array[1..n] of E,  
   x : out array[1..n] of E )
begin
  i,j : local integer;
  for i = 1..n loop
    x[i].Cumul<+>( b[i].Read() );
    fork FinalDivision(x[i], a[i,i]);
    for j = (i+1)..n loop
      fork Update(x[j], a[j,i], x[i]);
    end loop
  end loop
end

Figure 1.6: DFG for the solving of a 3 \times 3 nonsingular triangular matrix

1.3.2 Breaking dependencies

The linear time lower bound on previous algorithm time comes from the dependency in formula 1.26 between computations of \( x_1 \) and \( x_2 \). This dependency may be broken by directly computing the inverses of the triangular nonsingular matrices \( A_{11} \) and \( A_{22} \).

Consider the matrix \( A \) split in four blocks of dimension \( n/2 \) (1.25 with \( h = n/2 \)). Then we have:

\[
A^{-1} = \begin{bmatrix}
A_{11}^{-1} & 0 \\
-A_{22}^{-1}A_{21}A_{11}^{-1} & A_{22}^{-1}
\end{bmatrix}
\] (1.28)

From theorem 3, the product of two matrices of dimension \( n \) is computed with parallel cost \( O_n(\log n, n^3) \). In the following, we will refer to this cost.

To compute the inverse of \( A \) from 1.28, we first compute recursively and in parallel \( A_{11}^{-1} \) and \( A_{22}^{-1} \). Then we compute the last block of \( A^{-1} \) by performing sequentially two parallel matrix products. The parallel cost for inverting \( A \) is then:

\[
O_A(\log^2 n, n^3) = O_c \left( \log^2 n, \frac{n^3}{\log^{1/3} n} \right)
\] (1.29)

Once \( A^{-1} \) is computed, \( x = A^{-1}b \) can be computed with the same cost. However, even if polylog-
arithmetic in time, this algorithm has polynomial inefficiency. In the next paragraph, we use it on $A_{11}$ in 1.26 in order to decrease parallel time.

**Remark.** The above algorithm is efficient for computing the inverse of a nonsingular triangular matrix. Note that by using fast matrix multiplication, the parallel cost is reduced to $O_a(\log^2 n, n^\omega)$ with $\omega < 2.38$ [46]. Besides, if computations are performed sequentially when the dimensions of the matrices are lesser than $k \geq n^\epsilon$, $(\epsilon < 1)$, the obtained algorithm is efficient and has polynomial speed-up and polynomial granularity.

### 1.3.3 Cascading divide & conquer to minimize time

The previous algorithm is not efficient but may be combined to the recursive sequential algorithm (formula 1.26). The trick is to use it on small dimension matrices (let us say $h$) when the overhead $O(h^3)$ due to the fast inversion of such a matrix becomes negligible compared to coefficients updates (roughly $nh$). This leads to the following algorithm of Pan & Preparata [46].

**Theorem 6** The solution of a nonsingular triangular system can be computed in

$$O_a(n^{1/2} \log n, n^2)$$

using a standard $n^3$ matrix multiplication algorithm. If a fast $n^\omega$ multiplication is used then the parallel cost is:

$$O_a(n^{(\omega-2)/(\omega-1)} \log^2 n, n^2).$$

![Figure 1.7: Splitting used for $h = 8$, $h \log h = 24$, $n = 96$](image)

Following 1.27, let $A$ be split in $n^2/h^2$ blocks of size $h \times h$. Though, note that a direct computation (see theorem 1.27) leads to a parallel time $O(n^{1/2} \log^2 n)$. To avoid the $\log n$ overhead factor in the parallel time, we proceed by gathering computation on $\log^2 h$ blocks. Let $k = h \log h$; the matrix $A$ may be seen as split in $(n/k)^2$ blocks, each block consisting in $\log^2 h$
sub-blocks of dimension \( h \) (cf fig. 1.7).

We use the sequential iterative algorithm on the \((n/k) \times (n/k)\) coarse grain matrix. At step \( i \), we have to invert the triangular system corresponding to the diagonal block \((i,i)\). For this computation, we first invert concurrently the \( \log h \) diagonal sub-blocks of this block. Then, we update others sub-blocks of \( x_i \). At the end of the step, blocks \( x_j \), for \( j > i \), are updated.

The algorithm is the following:

Initialization.

Let \( A \) be split into \( n/k \) blocks \( M_{i,j} \) of dimension \( k = h \log h \). For \( 1 \leq j \leq i \leq n/k \), let \( M_{i,j} \) be split into \( \log h \times \log h \) block \( m_{i,j}^{k,l} \) of dimension \( h \).

Let \( x \) be initialized to \( b \) and split according to \( A \).

for \( i = 1..n/k \) do

1. for \( j = 1..\log h \) do
   
   fork \( (m_{i,j}^{k,l})^{-1} = \text{invert}(m_{i,j}^{k,l}) \).
   
   Using fast inversion and Brent’s principle, the cost is \( O_a(\log^2 h, h^3 \log h) \).

2. for \( j = 1..\log h \) do
   
   update \( x_i^j \) in parallel
   
   \( x_i^j = (m_{i,i}^{j,j})^{-1} (x_i - \sum_{i=1}^{j-1} m_{i,i}^{j,i} x_i^j) \)
   
   Scalar product are performed in parallel: thus \( x_i \) is computed with a cost \( O_a(\log^2 h, h^2 \log h) \).

3. for \( j = i + 1..n/k \) fork
   
   update \( x_j \) in parallel
   
   \( x_j = x_j - M_{i,i} x_i \)
   
   Performing scalar product in parallel, the cost is \( O_a(\log h, nh \log h) \).

The final cost is: \( O_a(n \log^2 h/k, n/k \max(h^3 \log h, nh \log h)) \). Since \( k = h \log h \), it reduces to:

\[
O_a(n \log h/h, \max(nh^2, n^2)),
\]

and the optimal value for \( h \) is the larger one that leads to a work \( W_a(n) = O(n^2) \). Thus, we choose \( h = n^{1/2} \) and we obtain the upper bound.

The same technique is applied to obtain the upper bound when a fast matrix multiplication algorithm is used. \( \square \)

### 1.3.4 Applications in linear algebra

Many linear algebra algorithms are based on a Gaussian elimination scheme: linear system solving, normal forms (Hessenberg, Smith, Frobenius, symbolic Jordan). Such a scheme provides parallel algorithms with polynomial speed-up: at each step, a transformation is computed that can then be applied in parallel to each coefficient of the matrix. For instance, solving a non-singular linear system using standard Gaussian elimination leads to a parallel algorithm with cost:

\[
O_a(n, n^3) \quad O_c(n, n^2)
\]

(1.30)
Moreover, very fast deterministic algorithms (polylogarithmic parallel time) are known for most problems [45, 24, 58, 57] but they are often inefficient ($W(n) = n^{O(1)} \log(n)$). For instance, solving a non-singular linear system can be computed in parallel with cost:

$$O_a(\log^2 n, n^{3+\alpha})$$

with $\alpha = 1/2$ in characteristic zero [16, 50] and $\alpha = 1$ in the general case [11]. Applying the same cascading divide and conquer strategy leads to sub-linear parallel algorithms with optimal\(^5\) work [46]:

$$O_a(n^{1/3} \log^2 n, n^3).$$

**Remark.** The same technique applied on Strassen formulation [56] (which may take benefit of fast $O(n^{2.376})$ matrix multiplication algorithms), does not succeed in the building of a sub-linear algorithm with parallel time $n^{\beta}$, $\beta < 1$.

### 1.3.5 Conclusion

In this paragraph, we have used bi-dimensional block matrix partitioning in order to:

- increase the granularity to build polynomial speed-up algorithms with polynomial granularity; the technique used is cascading divide and conquer with a sequential algorithm in order to decrease communication costs.
- decrease parallel time while preserving the work; the technique used is cascading divide and conquer with a very fast but inefficient algorithm in order to make the computation faster.

In [46], the same technique, called *work-preserving speed-up*, is applied to several linear algebra algorithms: LU factorization, inversion, quasi-inversion, solution of linear structured systems.

### 1.4 Randomization to decrease time or preserve work.

When an algorithm has a bounded degree of parallelism or a polynomial efficiency, randomization may help in order to either decrease time or preserve work, eventually both. This section illustrates both aspects on the computation of the rank of a matrix.

In computer algebra, randomization is most often introduced via the verification of a polynomial identity by evaluation on a random value. Testing whether a polynomial is identically zero can deterministically be solved by evaluating the polynomial, represented as a straight-line program, at a sufficient number of points. However, depending on the degree and on the number of indeterminates, such a deterministic test can require a huge number of evaluations. Following theorem, due to Schwartz [54], uses randomization in order to reduce this number while bounding the probability of failure.

---

\(^5\)relatively to the standard $O(n^3)$ sequential algorithm
Theorem 7 [54, 28] Let \( P(x_1, \ldots, x_n) \) be a polynomial in the variables \((x_i), 1 \leq i \leq n\), over a field \( K \). Let \( I \) be a finite subset of \( K \) with cardinal \( c \). Let \((\alpha_1, \ldots, \alpha_n)\) a vector selected at random in \( K^n \). If \( P \) is not identically zero then

\[
\text{Prob}(P(\alpha_1, \ldots, \alpha_n)) \leq \frac{\deg(P)}{c}.
\]

Once a problem is reduced to the verification of a polynomial identity, this theorem allows to build a Monte-Carlo algorithm to solve it (for an introduction on Monte-Carlo and Las Vegas algorithms, see [36]). It is sufficient to build a parallel algorithm that evaluates the polynomial at a given point. By choosing this point at random in a large enough finite subset\(^6\) we obtain a Monte-Carlo algorithm whose probability of error is at most \(1/2\). This technique may be applied in a very large framework [36, 28] and is commonly used in computer algebra [45] to build fast algorithms with optimal work. We illustrate it on the problem of computing the rank of a matrix.

In the following, \( A \) denotes a matrix of dimension \( n \times n \) with coefficients in a field \( K \). For the sake of simplicity, \( K \) is assumed infinite.

### 1.4.1 Randomization to suppress dependencies

The rank of a matrix can be computed using a standard pivoting Gaussian elimination. Similarly to 1.24, this results in an algorithm with parallel cost:

\[
O_a(n, n^3) \quad O_c(n, n^2)
\]

Contrary to triangular system solving, the computation scheme (DFG) is relatively unknown: coefficients to modify are determined at each step only once the pivot element has been chosen.

In [8], randomization is used in order to reduce the whole problem to a fixed DFG on which parallelization techniques can be applied. The algorithm is based on the following characterization of the rank: \( \text{rank}(A) = r \) iff there exist two non-singular matrices \( L \) and \( C \) such that the principal minor of dimension \( r \) in \( LAC \) is non zero while principal minors of dimension larger than \( r \) are zero. Moreover, \( L \) and \( C \) can be taken at random with a high probability of success: the use of theorem 7 to evaluate this probability requires to express the problem as a polynomial identity.

Let \( \delta_i(L, C) \) denote the principal minor of dimension \( i \) of \( LAC \). Due to multi-linearity of the determinant, \( \delta_i \) is a polynomial of degree \( 2n \) with indeterminates \( L_{i,j} \) and \( C_{i,j} \) (\( 1 \leq i, j \leq n \)). Previous rank characterization leads to the following polynomial identities:

\[
\begin{align*}
\delta_i & \neq 0 \quad 1 \leq i \leq r \\
\delta_i & = 0 \quad r < i \leq n
\end{align*}
\]

This suggests the following Monte-Carlo algorithm to compute \( r \):

1. Choose two random non-singular matrices \( L \) and \( C \) with coefficients in a finite subset of cardinal \( c \) of \( K \);
2. Compute: \( M = LAC \);

\(^6\)Note that, if \( K \) is not large enough, this may require to work in an extension of \( K \) [24].
3. For $1 \leq i \leq n$, compute $d_i = \det(M_i)$ and let $d_0 = 1$;

4. Return $s = \max_{k=0,\ldots,n} \{k/d_k \neq 0\}$.

(Note that step 3 and 4 may be replaced by a logarithmic search to compute $s$).

In any case, $s \leq r$. The probability of error, which occurs when $s < r$, corresponds to executions where the evaluation $d_r$ of polynomial $\delta_r$ is zero although $\delta_r$, of degree $2n$, is not identically zero. From theorem 7, this probability is bounded by $\frac{2n}{c}$. Choosing $c = 4n$ results in a Monte-Carlo algorithm with probability of error lesser than $\frac{1}{2}$.

Arithmetic cost is dominated by the computation of the $n$ determinants. If Chistov’s method [11] is used (see chapter 4), this cost is:

$$O_a(\log^2 n, n^{n+1}) \quad (1.35)$$

In order to improve efficiency, determination of $s$ may be computed using a logarithmic scheme instead of the previous brute force method. Using the efficient randomized algorithm of Kaltofen and Pan [33] to compute the determinant (see chapter 4), the parallel cost becomes

$$O_a(\log^2 n, n^\omega \log n) \quad (1.36)$$

Note that such an algorithm uses mainly randomization in order to provide a parallel computation scheme for the rank.

### 1.4.2 From Monte-Carlo to Las Vegas

The building of a Las Vegas algorithm from a Monte-Carlo one consists mainly in verifying that the output is a correct solution to the initial problem. Such a verification is easy from the previous algorithm: it suffices to verify that all columns (resp. rows) of the matrix $M = LAC$ are linear combinations of $s$ independent columns (resp. rows) in $M$, $s$ being the output of the algorithm.

Consider the following splitting for $M$, the first block $M_{11}$ being of size $s \times s$:

$$M = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \quad (1.37)$$

$M_{11}$ is a non-singular matrix. Let $X = M_{21}M_{11}^{-1}$ and $Y = M_{11}^{-1}M_{12}$; note that $X$ and $Y^t$ are of size $(n - s) \times s$. Since $L$ and $C$ are non-singular, $A$ is of rank $s$ iff the last $(n - s)$ rows and columns of $M$ are respectively linear combinations of the $s$ first ones. This relies on the following identities:

$$\begin{aligned}
&M_{21} M_{22} = X[M_{11} \ M_{12}] \\
&[M_{12} M_{22}] = [M_{11} \ M_{12}] Y
\end{aligned} \quad (1.38)$$

Assuming a Las Vegas algorithm to compute $M_{11}^{-1}$ with parallel cost $O_a(\log^2 n, n^\omega \log n)$ ([33], see chapter 4), those identities can be verified with a parallel cost:

$$O_a(\log^2 n, n^\omega \log n) \quad (1.39)$$

This results in an optimal randomized Las Vegas algorithm to compute the rank.
In this algorithm, randomization is strongly used for preconditioning the input (computation on \( LA \) instead of \( A \)) in order to suppress data dependencies that bounds parallelism. A natural question is then the existence of a fast deterministic algorithm, i.e. with few dependencies. In [44], Mulmuley provided such a deterministic algorithm for computing the rank: it achieves parallel time \( O(\log^2 n) \) but polynomial inefficiency. Then, randomization is required to provide efficiency.

### 1.4.3 Randomization to provide efficiency

Based on a generalization of a method developed in [27] for arbitrary fields, Mulmuley algorithm [44] reduces the problem of computing the rank to the computation of a characteristic polynomial in an extension of the ground field \( K \).

In the following, \( A \) is assumed symmetric; this is done without loss of generality since

\[
\text{rank}(A) = \frac{1}{2} \text{rank} \left( \begin{bmatrix} 0 & A \\ A^T & 0 \end{bmatrix} \right).
\]

**Theorem 8** [44] Let \( A \) be a square symmetric matrix over a field \( K \) and let \( m \) be the highest integer such that \( x^m \) divides the characteristic polynomial \( \xi_{A_Z}(x) = \sum_{i=0}^{m} a_i(z)x^i \) of the matrix \( A_Z \) over \( K(z) \):

\[
A_Z = \begin{bmatrix} 1 & z & 0 & \ldots \\ 0 & \ddots & z & 0 \\ & \ddots & \ddots & \ddots \\ 0 & \ldots & \ldots & 1 \end{bmatrix} A.
\]

Then \( \text{rank}(A) = n - m \).

Deterministic parallel algorithms for computing the characteristic polynomial in parallel time \( O(\log^2 n) \) are known [16, 11] (cf chapter 4) but they have polynomial \( O(n) \) inefficiency. Even if we assume an optimal algorithm for computing the characteristic polynomial, the cost of the above algorithm would be:

\[
O_a(\log^2 n, n^\omega n \log^{O(1)} n) \tag{1.40}
\]

Since \( a_i(z) \) are polynomials of degree \( O(n) \), a way to obtain efficiency is to get rid off polynomial arithmetic on \( K \) using evaluation at a random value.

Moreover, efficient \( O_a(\log^2 n, n^\omega \log n) \) randomized algorithm are known for computing the minimal polynomial. Multiplying \( A_Z \) by a random non-singular matrix over \( K \) results, with high probability, in a matrix with distinct eigenvalues; then, minimal and characteristic polynomial are equal.

Those two steps of randomization results in the following efficient Monte-Carlo algorithm for computing the rank:

1. Choose a random non-singular matrix \( P \);
2. Choose a random value \( z \) in \( K \) (or in an extension if \( K \) is too small);
3. Compute the minimal polynomial \( \xi_{PA_z}(x) \) of the matrix \( PA_z \);
4. Return \( n - m \) where \( m \) is the highest integer such that \( x^m \) divides \( \xi_{p_A}(x) \).

The parallel cost is then:

\[
O_p(\log^2 n, n^\omega \log n)
\]

which results also in an efficient Monte-Carlo algorithm.

**Remark.** The above algorithm is very close to the one presented in 1.4.1; Mulmuley algorithm can effectively be considered as an inefficient deterministic version of 1.4.1. This is not surprising since both randomized algorithms solve efficiently the same problem. However, we point out two different motivations for the use of randomization.

### 1.4.4 Conclusion

In the above examples, randomization is used to provide work-optimal computations from either slow or fast but not efficient deterministic algorithms. Due to the fact that only randomized algorithms are known for computing efficiently the solution of linear systems in polylogarithmic time ([33] cf chapter 4), randomization is an important tool in parallel computer algebra.

### 1.5 Parallel time complexity and NC Classification

An efficient parallel algorithm achieves polynomial speed-up within an optimal (or near optimal) number of operations. Obtaining bounds on the parallel time required to solve a given problem within a reasonable number of operations is then of fundamental interest. Moreover, as detailed in previous sections, very fast parallel but inefficient algorithms may be of practical interest if they can be coupled to an efficient but slow algorithm.

In the framework of parallel complexity, \( NC \) class [13] which includes polynomial sequential time problems that have a polylogarithmic parallel time plays an important role [35]. The parallel model used in the formal definition of \( NC \) is log-uniform family of boolean circuits [53]. \( NC^k \) is the class of problems that can be solved by such a family with depth \( O(\log^k n) \) and \( n^{O(1)} \) boolean gates\(^7\). For instance, integer arithmetic (+, −, × and Euclidean division) lies in \( NC^1 \). Introduction of gates that deliver in output a random bit allows to define corresponding randomized classes: \( RNC \) for Monte-Carlo circuits and \( ZNC \) for Las Vegas ones. Problems \( P \)-complete [28, 49, 35] are in \( NC \) only iff \( NC = P \); among them, the **monotone circuit value problem (MCVP)** consists in the evaluation of a boolean circuit, roughly equivalent to a DFG with boolean nodes as defined in this chapter. The integer greatest common divisor remains an open question; only sub-linear \( O(\frac{n}{\log n}) \) algorithms are known [34, 35].

The algebraic extension [61] of this primitive model allows to build circuits which gates compute arithmetic operations in an algebraic domain. A gate testing nullity (? = 0) is introduced in order to mix boolean and arithmetic operations. For instance \( NC^k_F \) (\( F \) stands for field) is the class of problems that can be solved by log-uniform family of circuits whose gates perform

\(^7\)Gates compute bounded fan-in boolean operations (or, and and not) and have unbounded fan-out [26]. Extensions to unbounded fan-in gates leads to class \( AC \) [29].
arithmetic operations in any field, i.e. $+, -, \times, /$ and $?=0$. Complexity of basic computer algebra problems has been extensively studied [8, 13, 59, 60, 35, 45]. Polynomial arithmetic ($+, -, \times$ and Euclidean division) lies in $NC^1_F$ [45]. An important class is $DET_F$ which contains problems $NC^1$-reducible to the determinant of a matrix; matrix powering is complete for $DET_F$. $DET_F$ is included in $NC^2_F$. Most of linear algebra problems lie in $NC^2_F$: rank, null-space, minimal and characteristic polynomial, gcd of many polynomials [8, 44], Hermite normal form of polynomial matrices [31], Smith and symbolic Jordan forms [52, 58, 57, 21]. Note that those problems admit an optimal $O_c(\log^2 n, W_s(n))$ parallel algorithm but using randomization [33, 23, 24, 45]. Though, in certain cases, some general techniques are known to remove randomness without increasing the work [42], no work optimal deterministic algorithms with poly-logarithmic time are known for those problems.

As it appears for most computer algebra problems studied in this chapter, parallel algorithms often appear as a restructuring of sequential ones, taking into account algebraic properties of the arithmetic operations involved. Although evaluation of a boolean circuit is $P$-complete, several algorithms have been developed to evaluate arithmetic DFGs (also called straight-line programs) taking benefit of the underlying structure. In a semi-ring, DFG that are trees can be evaluated in $O(\log n)$ time without increasing the number of operations performed [9]. Any DFG performing $n$ operations in a semi-ring and whose outputs are of arithmetic degree can be evaluated in $O_a(\log n \log(n^d), n^3)$ [32]. This result has been extended to DFGs performing operations in a lattice [51]. A more general simulation of a RAM machine on a PRAM one [43] shows that any DFG can be evaluated in parallel on an unbounded number of processors with polynomial speed-up.

### 1.6 Conclusion

This chapter overviews the PRAM framework (execution model and main algorithmic techniques) in which parallel algorithms are built and analyzed. The macro data-flow graph (DFG) related to the execution plays a central role: it describes data-dependencies between blocks of instructions.

Abstract measures used to analyze algorithms are depth and work; arithmetic and communication costs are distinguished. The one corresponds to operations performed (macro-instructions nodes) while the other to access in the shared memory (data dependencies nodes). Arithmetic work and depth are used for many years to analyze performances of parallel algorithms [9, 55, 35, 28, 6]. Due to experimental constraints, relevance of communications costs (i.e. total communication traffic – work - and total communications delay) has been pointed out to obtain practical performant programs [5, 19]. Since minimizing communications overhead and minimizing parallel time are antagonist, good trade-offs have been studied for several common algorithms [47, 1, 48]. Granularity, defined as the arithmetic-to-communication works ratio, appears as a good parameter.

---

8In such a DFG, any output may be equivalently seen as a polynomial whose indeterminates are the inputs. The arithmetic degree is then the maximal degree of polynomials corresponding to the outputs.
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Chapter 2

Programming models and scheduling
In order to analyze performance of algorithms, a formal model is needed to take the costs into account. The success of the PRAM model is mainly due to the fact that it does not attempt to represent any parallel architecture but can be mapped onto various ones. Moreover, the simulation on a realistic machine can be made efficient (up to a constant related to the granularity), provided many processors of the PRAM are mapped onto a single processor of a host machine. This success is brought to evidence by the fact that most of the tricks used to optimize practical performances when programming on a given architecture are relevant to algorithmic techniques that are theoretically justified on the PRAM model.

Given an algorithm (let us say a macro data-flow graph – DFG – as presented in chapter 1) and a particular multiprocessor architecture, the problem then is reduced to:

- find a good (the best) schedule of the DFG;
- implement the resulting schedule in a programming language.

Only now, the performance of the program, i.e. the completion time of an execution, may be determined. Assuming fixed the initial algorithm, the machine and the input, this performance depends directly on the scheduling strategy. Tuning the program amounts to improving the schedule it implements.

This chapter presents the main techniques used to schedule data-dependencies graph (DFG) on a given architecture. As presented in chapter 1, a DFG is the abstract representation of the execution of a particular program on a specific input data \( x \). A fine grain description (elementary instruction, elementary data dependency) is unrealistic for executions requiring hours of computation time.

We will thus assume that arithmetic nodes of the DFG correspond to sequence of instructions: each arithmetic node is then weighted by the number of elementary instructions it performs. Arithmetic depth \( T(x) \) and work \( W_a(x) \) are evaluated taking into account nodes weights. \( T(x) \) is a lower bound of the minimal time required by any schedule ignoring communications times.

\( W(x) \) is the exact number of operations required by a sequential execution of the algorithm. Since the best schedule may replicate some arithmetic nodes in order to minimize completion time, note that \( W(x) \) is also a lower bound on the number of operations performed by any schedule. Similarly, transition nodes may correspond to a complex data structure (not a single word); each transition node is weighted by the size of the data it corresponds to. Communication delay \( C_d(x) \) and work \( W_c(x) \) are also evaluated accordingly. Ignoring arithmetic time, \( C_d(x) \) is an upper bound on the minimal communication time required by the best schedule for an infinite number of processors. \( W_c(x) \) is an upper bound on the number of remote access (communications) performed by any schedule.

As straightened in the previous chapter, the initial parallel algorithm is assumed efficient, i.e. \( W_a(n) = \Theta(W_s(n)) \) where \( W_s(n) \) is the time of the best known (uniform) sequential algorithm, \( n \) being the size of the input. Moreover, in order to make performance evaluation with \( x \) in input, we assume that there exists a constant \( K \) such that:

\[ \forall x, |x| > n_0 : \quad W_a(x) < KW_s(x) \quad (2.1) \]

Note that, for a given input \( x \), DFG\(_x\) may be known only after completion: instructions or transitions nodes and edges are dynamically built. In the language ATH introduced in chapter
1, those nodes are created either by execution of a _fork_ instruction or access to a shared data. Similarly, the cost of any instruction node (resp. size of data related to any transition) is known only after completion of the instruction (resp. communication). In such a general context, DFG has to be scheduled using an on-line algorithm. Related to a functional programming model, most of computer algebra algorithms present such a dynamic behavior; we thus focus on on-line scheduling algorithms.

Organization of the chapter is as follows. In the first section, specific characteristics of asynchronous distributed architectures are recalled. Costs of basic operations are modeled by the _LogP_ model introduced in [15]. Basic mechanisms allow parallel and distributed programming: communications, threads, remote memory access and synchronizations tools. In the second section, the scheduling of a PRAM algorithm on such a machine is discussed. Approaches may be distinguished in two classes. The first one [54, 28] is based on the simulation of a PRAM machine on a given architecture: the execution of the parallel algorithm is managed via the simulation. Global synchronization and emulation of the shared memory, which are at the basis of the PRAM model, are key points. The second one [26, 51, 38, 50, 5, 19] is based on the direct scheduling of the DFG. The execution of the algorithm is handled by a scheduling algorithm. Both approaches are motivated by the availability of provably good approximation algorithms to solve the underlying theoretical problems (permutation routing [48, 42, 55, 40] or DAG off-line and on-line scheduling [29, 49, 13, 36, 47, 14, 8, 6, 30]). The last section focuses on on-line scheduling algorithms which are of main interest in computer algebra. We recall upper and lower bounds on the competitive-ratio without taking into account scheduling and communication overheads. As a corollary, we exhibit a list-scheduling algorithm which achieves optimal simulation of any efficient PRAM algorithm, taking into account those overheads. Finally, we overview some programming languages or libraries based on those approaches, focusing on the one suited to computer algebra algorithms. We describe an effective implementation of the theoretical language ATH introduced in chapter 1, ATHAPASCAN, which achieves provably performances.

### 2.1 Asynchronous distributed architectures

#### 2.1.1 Realistic models of distributed architectures

There is an apparent convergence in the field of distributed architectures which are similar to a network of workstations. A parallel machine consists in a set of independent processors, each with considerable local memory, linked by an interconnection network. Fundamental differences with the PRAM model are the following (compare 2.1 to 1.1 in 1):

- **asynchrony**: each processor works independently with its own local memory; there are no global synchronization.

- **contention**: the network is a resource with bounded access.

Like the local PRAM introduced in chapter 1, two levels of access may then be distinguished: local and remote access (parallel machines are often called NUMA for non-uniform memory access).

---

1 Note that this non-uniformity appears also at the processor level between cache and RAM access.
Figure 2.1: General structure of a distributed architecture. Differences with the PRAM presented in chapter 1 are the absence of a global sequencer and contention for access to the network.
Costs of remote access are mainly characterized by two factors:

- **bandwidth**: the rate at which each processor can access memory;
- **latency**: the time between making a remote access request and receiving the reply. Latency accounts for overheads involved in resource allocation (solving contention on network), duration of communication (related to physical distance).

The network bandwidth that is available on recent parallel computers (> 1 GB/s on SGI Power Challenge, Cray T3E, SUN HPC) and even on local networks (typically 1 Gb/s using Mirynet connection or DEC Memory Channel) is becoming large enough compared to the bandwidth to local memory; thus it appears less and less as a bottleneck. However, latency is a more serious problem since it is bounded by physical limits.

Several variations of the PRAM model have been proposed in order to take into account those practical constraints [15]: memory contention [40, 54, 42, 45], asynchrony [27], memory hierarchy [3, 34], latency and bandwidth [47, 1]. Considering that point-to-point communication is a basic primitive, the model LogP proposed in [16] characterizes a distributed architecture by the following parameters (fig. 2.2):

\[ L \] : latency: an upper bound on the delay incurred in communicating an unit size data (i.e. a small number of words) from its source to its destination; an extension to longer messages has also been developed [2].

\( o \) : overhead: the time a processor is engaged in the transmission or reception of a message;

\( g \) : gap: minimum time interval between consecutive message transmissions or receptions.

The reciprocal of \( g \) corresponds to the available communication bandwidth per processor; it is denoted \( \sigma \) in [47].

\( P \) : the number of processors.

This model has been successfully used on different architectures to predict the execution time of some parallel algorithms [16, 20]. As a consequence, classical balanced tree schemes used on the PRAM to perform iterated sum or broadcast appear as non optimal [41].

As a conclusion, the portability of a parallel program cannot be achieved if the characteristics of the target architecture are not taken into account. Notingly, the communication parameters, that are partly modeled by LogP, have significant influence on the performances.

### 2.1.2 Basic programming tools

Reliable message-passing communication is the lowest-level feature required for programming a distributed architecture. It allows both to exchange data between processors (the basic functionality of the PRAM shared-memory) and to express synchronization (the functionality ensured by the sequencer of the PRAM).

Since 10 years, several message basic interfaces have been built on top of the low level ones provided on any specific architectures in order to allow portable programming. Most famous ones are PVM [24] and MPI [53]. MPI has been standardized [18] and is nowadays available...
on any distributed architecture or network of workstations. Basic features of MPI are point-to-point and (blocking) collective communications, communication contexts (communicators), user-defined data-types. Other extensions concern remote memory access, parallel input and output (MPI-F), active messages and dynamic process control.

In order to hide the communication latency by arithmetic computations, two tools may be used: asynchronous communications and threads. Threads are lightweight processes which require a small overhead for context switching. They are handled directly in the source program: a standard interface, POSIX, has been defined [10]. Threads have firstly been defined for concurrent programming and efficient use of SMPs (Shared Memory Processor) on a single node. Since threads access concurrently the same memory space, synchronization tools are provided for atomicity, such as locks and semaphores (sometimes monitors).

Threads are well suited to hide latency on a distributed architecture: when a thread waits for the result of a communication, it may be preempted and a ready one scheduled. Thus, several portable programming interfaces have been built to couple a message-passing library (usually not thread-safe) and a thread library (available on a single node), providing an easy way to the user for lightweight remote procedure calls or active messages [21, 46, 9].

### 2.1.3 Shared virtual memory

On many distributed architectures, remote memory access are possible: they provide a virtual shared memory analogous to the one of the PRAM. On such machines, specific hardware allows to load transparently a local or remote data in the cache of a processor. In order to hide the latency of remote access, prefetching and multi-threading is used.

The simulations of the PRAM shared memory on a distributed architecture use hash functions (randomly chosen from a universal class) to map shared memory cells onto the ones of the ar-
chitecture (i.e. memory modules) [48, 42]. The delay of a simulation is the time required for a single access. It is related to the evaluation of the hash function, the memory contention (when several access to a same module occur), and the routing time if the network is not complete. In [48], a simulation with delay \( \Theta(\log p) \) of an EREW PRAM on a butterfly network is given. In [40], randomized simulations of EREW and CRCW PRAMs on a distributed architecture with a complete interconnection network (contention is not taken into account) are presented with delay \( O(\log \log p \log^* p) \). Note that, concerning the CRCW PRAM, this simulation is at a factor \( \log^* p \) from optimal.

In order to obtain optimal simulations, such delays are to be hidden by arithmetic computations. The key idea is parallel slackness [42, 55, 40]: it consists in simulating a PRAM with \( n \) processors on a distributed architecture with fewer processors \( p < n \). The simulation is optimal \( \text{(time-processor optimal)} \) if the delay for an access is proportional to \( n/p \). For instance, the previous mentioned simulation [40] leads to time-processor optimal simulation of an EREW PRAM with \( n = p \log \log p \log^* p \) processors on a distributed architecture with less than \( p \) processors. Note that parallel slackness is also involved when using asynchronous communications and threads to hide latency.

On the contrary of communications, remote access to shared memory do not basically provide a way of synchronizing the computations. In the PRAM, such a synchronization mechanism is provided by the global sequencer. On distributed architectures, intrinsically asynchronous, synchronization tools classically used are communications, locks and semaphores.

### 2.2 How to schedule a DFG

Being given an algorithm, the problem considered here is to schedule the DFG related to the execution on input data on a distributed architecture. The goal is to obtain an optimal schedule related to the DFG.

#### 2.2.1 Scheduling cost of a DFG

Computing such an optimal schedule is a difficult problem. Even if communication costs are ignored and the DFG fixed (i.e. no dynamic task creation) with tasks of known duration, computing an optimal schedule is \( NP \)-complete and deciding whether the length of the optimal schedule is a given integer \( l \) is \( co-NP \)-complete [23]. However, on machines with \( p \) identical processors, there are several polynomial algorithms with bounded competitive ratio, the most famous being list-scheduling [29]. Moreover, even on non-uniform machines, approximation algorithms are known [52, 30].

Computing a schedule implies an overhead in the execution time; this scheduling overhead is governed by the time required to compute the schedule itself (i.e. the cost of the scheduling algorithm) and to realize this schedule (i.e. the mapping of tasks, preemption, migration). The scheduling overhead is included in the execution time \( T_p(x) \) of the algorithm with input \( x \) on the target machine.

**Definition 5** Being given a scheduling algorithm \( s \), the execution time of an algorithm with input \( x \) on a machine with \( p \) identical processors using the schedule delivered by \( s \) is denoted \( T_p^{(s)}(x) \).
The minimum execution time over all scheduling algorithms \( s \) is denoted \( T^*_p(x) \)

When there is no confusion about \( s \), \( T^{(s)}_p(x) \) is denoted by \( T_p(x) \).

The cost of computing a schedule is directly related to the size of the DFG, i.e. the number of tasks and dependencies it contains. Note that those costs are different from the arithmetic and communication works considered in the previous chapter which take into account the number of operations performed in each task and the number of communications related to each data dependency (transition).

**Definition 6** Let \( DFG(x) \) be the macro data-flow graph corresponding to the execution of a parallel algorithm on an unbounded number of processors. We define the following measures:

- \( N_a(x) \) is the number of task nodes in \( DFG_a(x) \);
- \( N_t(x) \) is the number of transition nodes in \( DFG_t(x) \);
- \( N_d(x) \) is the maximal degree of a task node in \( DFG(x) \); the degree is the number of input and output edges on a task node (to or from a transition node).

The scheduling cost \( S_x \) of \( DFG(x) \) is:

\[
S(x) = (N_d(x), N_a(x) + N_t(x))
\]

Note that other measures may be considered in the analysis of a scheduling algorithm. For instance, other parameters considered in [7] are the maximum number of edges between any pair of nodes and the width of \( DFG_a(x) \), i.e. the maximum number of tasks that may be executed concurrently.

The finer \( DFG_x \), the larger its scheduling cost and thus the more expensive will the computation of its schedule. Similarly to granularity, the regularity \( \rho \) is defined as the ratio of the arithmetic work to the size of the DFG.

**Definition 7** The regularity \( \rho(x) \) is defined by:

\[
\rho(x) = \frac{W_a(x)}{N_a(x) + N_t(x)}.
\]

A PRAM algorithm (or equivalently its related DFGs) if said of polynomial regularity iff:

\[
\rho(x) = |x|^{1+\epsilon} \quad \text{with} \quad \epsilon > 0.
\]

**Notation.** In the following, we will consider the execution of a given algorithm on a given \( p \) processors machine with an arbitrary input \( x \) of size \( n \). Thus, all notations are implicitly related to \( x \) and \( n \). For instance, \( N_a \) will denote \( N_a(x) \), the number of task nodes in the macro data-flow graph related to the execution on an unbounded number of processors with \( x \) in input.

### 2.2.2 Off-line and on-line scheduling

The DFG corresponding to the execution may be partially determined at compile time by data flow analysis of the code of the algorithm, or may be discovered during the execution (depending on the value of computed data) and completely known only after the end of the execution. Depending on this knowledge of the DFG, the scheduling can be then computed off-line or on-line.
**Static allocation of tasks to processors.**

When the DFG corresponding to the execution can be analyzed at compile-time, it is possible to find a good schedule by hand, eventually with help of static scheduling tools. The result of the scheduling is to assign each task of the DFG to one processor (or more if replication is required). On a given processor, tasks are sequentially ordered\(^2\) in order to respect precedences; data dependencies between them are emulated by access to shared data in the local memory. When tasks are placed on different processors, data-dependencies (i.e. access to data and precedence relations) may be emulated in two different ways:

- By communication. The data corresponding to a write-read dependency has then to be explicitly sent from the writing task to the reading one. This operation corresponds to a physical global copy of the data; locally unreferenced data have to be deleted (local garbage-collection).
  
  An important point is that the completion of receiving instructions implicitly implements the precedence relation (synchronization).

- By shared-memory access. Communications that implement remote access are then implicit. However, the precedence relation between non local tasks has to be described using global synchronization tools.

As a result, before execution, each processor gets its own program. Usually, this program is the same for all the processors but is parameterized by the pid of the executing processor in order to implement different behaviors. PYRROS uses this approach and a specific scheduling algorithm which performs a clustering of tasks [26, 25].

**Dynamic allocation of tasks to processors.**

A problem that arises frequently in computer algebra is that elementary tasks are often of unknown cost. For instance, costs of arithmetic operations (on rationals, polynomials or matrices) are usually unknown at compile time since their are related to characteristics of the values computed at execution time (size of the data, degree of a polynomial, sparsity of a matrix). Depending on such values, parallelism (i.e. creation of a task) may be generated during the execution. In such a case, an on-line scheduling algorithm is used.

Most of on-line scheduling algorithms are based on the following greedy scheme called list-scheduling [4, 11]:

- When a processor creates a new task (fork instruction of the PRAM language ATH), it stores it in a list of tasks.
  
  Note that, there may exist ready tasks, i.e. whose precedence relations are satisfied, and non-ready tasks, i.e. whose one of the precedent tasks is not completed.

- When a processor becomes idle (i.e it has no ready task to execute), it gets a ready task in the list.

\(^2\)Multi-threading may be used to describe a partial execution order.
Algorithms vary depending on the way the list is managed and processors put and get tasks in it.

The program that implements the algorithm expresses a functional parallelism: tasks generally correspond to procedure or function calls. Non-ready tasks or data are called future. An important point concerns the management of data, parameters of the task: they can be systematically copied in a stack corresponding to the function call or passed by a reference to a data in the shared memory. Precedence relations between tasks may correspond either to data dependencies or to task precedences.

Scheduling operations

The previous section does not specify which instructions a scheduling can perform, except classical computations and the possibility of executing a basic task – an elementary node in the DFG – on a processor. Migration instructions allow to suspend a task during its execution in order to map it, eventually later, on another processor [52, 4]:

- **migration restricted to restart**: when a task is moved to another processor, its execution restarts from its beginning;
- **migration**: when a task is migrated to another processor, its execution restarts from its last instruction performed.

A scheduling algorithm with no-preemption makes no use of those operations: it has no control on a task once it has assigned it to a processor, just getting information when the task is finished. Migration restricted to restart, denoted in [52] as no-preemption with restarts, is useful on machines whose processors are not identical.

2.2.3 Which scheduling algorithms in computer algebra?

An important point is that on-line and off-line scheduling algorithms have theoretical foundations [29, 22, 35, 11, 30]. There exist provably good approximation algorithms for both with bounded competitive ratio. For both, specific algorithms are developed to increase performances for certain classes of graphs (for instance trees or SP11 graphs – fork-join – ).

Of course, performances of off-line algorithms are better when the DFG is known and the machine fixed. However, since on-line algorithms make no hypothesis on the execution (or few for the determination of tasks precedences), they can be used for any class of applications and thus are of general interest.

Thus, both techniques are used in computer algebra. For instance, block-scattering matrix mapping, which can be considered as an hand-made off-line algorithm, leads to near-optimal performances for linear algebra problems like dense matrix multiplication or inversion (cf chapter 1) over a small finite field (e.g. GF(2)) on a distributed architecture with identical processors.

However, due to their generality and their close relation with functional parallelism [31, 51], on-line scheduling are of specific interest for a parallel computer algebra system. In the following we thus focus of those algorithms.
2.3 On-line scheduling algorithms

2.3.1 Foundations of on-line scheduling

Theoretical foundation of on-line scheduling algorithms is due to Graham [29]. The following theorem appears as an arbitrary grain version of Brent’s principle presented in chapter 1. We recall its proof which is the basis of most of further results.

**Theorem 9** [29] If scheduling overhead (i.e. the cost of computing the schedule and managing the list of tasks) and communication costs are not considered, any list-scheduling algorithm has competitive ratio \( \left( 2 - \frac{1}{p} \right) \), i.e.

\[
T_p \leq \left( 2 - \frac{1}{p} \right) T_p^*
\]

A list-scheduling algorithm is such that, at any time, at least one processor is executing a task. Then, if at a given time a processor is idle then there exists at least one processor which executes a task. Let \( t_{j_1} \) be one of the tasks completed at date \( T_p \) and let \( d_{j_1} \) be the date when execution of \( t_{j_1} \) has been started. Two cases arise:

1. either no processor was idle before \( d_{j_1} \).
2. either there was at least one processor idle at a certain date before \( d_{j_1} \). Let \( \theta \) be the latest date before \( d_{j_1} \) when a processor was idle. At \( \theta \), \( t_{j_1} \) was not ready (else it would have been started on an idle processor). Thus, there exists a task \( t_{j_2} \) such that \( t_{j_2} \) was being executed at \( \theta \) and \( t_{j_2} \prec t_{j_1} \). Let \( d_{j_2} \) be the date when execution of \( t_{j_2} \) has been started.

Recursively applying this scheme until case 1 occurs, we build a sequence of tasks \( t_{j_k} \prec \ldots \prec t_{j_2} \prec t_{j_1} \) such that, at any time where a processor is idle, there exist \( 1 \leq i \leq k \) such that \( t_i \) is being executed on one processor.

Similarly to chapter 1, let \( T \) be the minimal arithmetic time on an unbounded number of processors and \( W_a \) be the total number of operations. The total idle time is defined by \( \# I = pT_p - W_a \). For \( 1 \leq i \leq k \), let \( l_i \) be the duration of task \( t_{j_i} \). We have: \( \# I \leq (p-1) \sum_{i=1}^{k} l_i \) which leads to:

\[
pT_p \leq W_a + (p-1) \sum_{i=1}^{k} l_i.
\]

Besides, since tasks \( t_i, 1 \leq i \leq k \) are on a critical path: \( \sum_{j=1}^{k} l_i \leq T \). This leads to:

\[
T_p \leq \frac{W_a}{p} + \left( 1 - \frac{1}{p} \right) T
\]  
(2.2)

We also have \( T \leq T_p^* \). Moreover, since \( W_a \) operations are to be executed in any schedule, \( W_a \leq pT_p^* \). Replacing in 2.2, we obtain: \( T_p \leq \left( 2 - \frac{1}{p} \right) T_p^* \).

As a corollary, we obtain the following constructive version of the simulation of a PRAM with an unbounded number of processors on one with \( p \). Note that tasks is the DFG are of arbitrary durations; the only restriction which is respected in the DFG representation is that once a task is ready, it can be executed sequentially with no interruption due to synchronization. been considered in the proposed
Theorem 10  Let $A$ be an ATH PRAM program that run in (arithmetic) parallel time $T$ and work $W_a$ on a given PRAM with an unbounded number of processors. Then $A$ can be executed by an on-line list scheduling to run in (arithmetic) parallel time $T_p$:

$$\text{Max}\left\{\left\lfloor\frac{W_a}{p}\right\rfloor, T\right\} \leq T_p \leq \left\lfloor\frac{W_a}{p} + \left(1 - \frac{1}{p}\right) T\right\rfloor$$

(2.3)

The proof is direct from 2.2.

Theorem 9 is stated in a restricted version [4]. In fact the bounds 2.2 holds even if the precedence relation $\prec$ considered by the list scheduling algorithm is weaker than the one $\prec'$ considered for defining the optimal schedule. The proof is direct since we will also have $t_{jk} \prec' \ldots \prec' t_{j2} \prec' t_{j1}$. Clearly, the same remark holds if duration of tasks is increased.

This implies that neither adding precedence constraints such as synchronization barriers to obtain a well structured DFG nor inserting artificially null operations in order to have all tasks of the same length help any on-line algorithm.

Remark. This theorem generalizes Brent’s principle (theorem 1 in chapter 1) to arbitrary DFGs, i.e. any ATH program where tasks are generated dynamically with arbitrary shared-data dependencies and are of unknown durations.

2.3.2 Lower bounds for competitive ratio

A natural question is then to determine if it is possible to have a better competitive ratio than $\left(2 - \frac{1}{p}\right)$, either on the same model or by considering larger classes of scheduling algorithms.

This problem has been studied in [52], in which the following proposition is proved.

Theorem 11 [52] On the $p$-PRAM, the competitive ratio is lower bounded by $\left(2 - \frac{1}{p}\right)$ for any scheduling algorithm of the following classes:

1. Deterministic with no preemption,

2. Deterministic with migration;

and is lower bounded by $\left(2 - \frac{1}{\sqrt{p}}\right)$ for any randomized scheduling with no preemption.

We only sketch the proof for the first case. The complete proof for this theorem is given in [52].

The adversary builds the following DFG instance $G$ due to Graham [29]. $G$ contains $1 + p(p - 1)$ independent tasks. One task $\alpha_1$ is of length $p$, while other tasks $\beta_k, 1 \leq k \leq p(p - 1)$ are of length 1.

The optimal schedule is of length $p$. It executes the task $\alpha_1$ on a given processor, and the $p(p - 1)$ unit tasks $\beta_k$ on the $p - 1$ remaining processors.

The length of any schedule of $G$ is equal to $p + t$, where $t$ is the time when the task $\alpha_1$ starts its execution. Since the tasks durations are unknown for the scheduling algorithm, the adversary strategy will thus consist in making $t$ as large as possible.

The tasks that are processed first are then the $p(p - 1)$ unit time tasks $\beta_k$, that are executed in $p - 1$
time units with no idle time. Then, at time \( t = p - 1 \), the task \( a_1 \) starts its execution. The length of the obtained schedule is then \( 2p - 1 \), which provides the desired lower bound.

As a consequence, neither preemption nor randomization can improve consequently performances compared to list-scheduling.

In order to increase the competitive ratio, it is then required to use additional informations on the DFG such as its shape or duration of its tasks.

For instance, we consider the case where all tasks are independent and sorted according to their durations; note that only the ordering is known but not durations. In this case, the on-line \( LPT \) list-scheduling algorithm that assigns the task of maximal duration when a processor becomes idle has competitive-ratio \([29][12]\):

\[
\text{Min} \left\{ \left( \frac{4}{3} - \frac{1}{3p} \right), \left( 1 + \frac{1}{N_a} \frac{p - 1}{p} \right) \right\}
\]

(2.4)

Note that the adversary considered in the proof of theorem 11) Note that if no information is given on the durations tasks, then the fact that they are independent is of no help to decrease the competitive ratio \( \left( 2 - \frac{1}{p} \right) \) (cf the adversary considered in the proof of theorem 11).

Remark. List scheduling algorithms are involved as a basic level in on-line approximation algorithms used for other kind of machines such as \([52, 30]\):

- uniform machines: processors speeds are constant and differ each one from a constant unknown factor;
- non-uniform machines: there are no relation between processors speeds; the duration of a task varies depending on the processor which executes it.

In this case, at least migration restricted to restart is required in order to guarantee a competitive ratio \([52]\).

2.3.3 Communications and scheduling overheads

Previous theorems do not take into account neither the cost of tasks allocation (i.e. scheduling overhead) neither communications required for access in shared memory.

Several authors have considered the theoretical influence of those overheads on list scheduling algorithms in order to provide provably optimal on-line scheduling algorithms. In \([13]\), Cole and Vishkin give an algorithm to schedule \( n \) independent tasks optimally on a PRAM with \( \frac{n}{\log n} \) processors; this algorithm is used to implement the first optimal algorithm for list-ranking \([37, 39]\). In \([6]\), Blelloch, Gibbons and Matias study the scheduling of nested fine grain computations, implemented in the language NESL \([5]\). Blumofe and Leiserson give an optimal list-scheduling algorithm for strict multi-threaded computations\(^3\) \([8, 7]\), based on randomized work-stealing; this algorithm is in the kernel of the Cilk language \([38]\). Any of those scheduling algorithms restricts to a shape of DFG and do not take into account contention problems.

\(^3\)There is always a dependency between a thread and one of its ancestor and access to shared data are not considered.
In this section, we give a near optimal scheduling algorithm for any DFG shape but with restrictions on the arithmetic and communication costs. We prove that, if input size is large enough, efficient and coarse-granularity PRAM algorithms\(^4\) are executed optimally by a brute force centralized list-scheduling algorithm on a distributed architecture.

We assume that the target machine is a distributed architecture with \(p\) identical processors. In order to take into account communication costs and contention, we refer to the LogP model (cf section 2.1.1). The duration between the sending and the reception of a small message (i.e. one word) is bounded by \(\sigma = 2g + 2o + L\).

Furthermore, we assume that a shared memory is simulated on the architecture with the help of hashing functions (see section 2.1.3); the delay occurring for any access in the shared memory is bounded by \(h\). Note that \(d\) is related to the number of processors if no slackness is used.

Like in chapter 1, let \(C_d\) and \(W_c\) denote respectively the communication delay and work involved by the algorithm.

**Theorem 12** Let \(A\) be an \(\text{ATH PRAM}\) program that has parallel arithmetic cost \((T, W_a)\), communication cost \((C_d, W_c)\) and scheduling cost \((N_a, N_d)\). Then \(A\) can be executed to run in parallel time \(T_p\) (including scheduling and communication overheads):

\[
T_p \leq \frac{W_a + hW_c}{p - 1} + \left(1 - \frac{1}{p - 1}\right)(T + C_d) + 4\sigma N_d N_a
\]  

The proof is based on an adaptation of the scheme used in theorem 9.

We consider here an implementation of a list scheduling on \(p - 1\) processors, indexed \(p_1, \ldots, p_{p-1}\). The last processor, \(p_0\), handles the list of tasks and assigns tasks to other processors.

For the sake of simplicity, we restrict the proof to the case where any shared variable is written only once and then read only once; after read access completed, the space related to the shared data is garbaged. This corresponds to the case of an \(\text{EREW}\) program with single-assignment variables.

When a processor \(p_i\) completes the execution of a task, it sends a message to \(p_0\) and waits for receiving from \(p_0\) a new ready task to perform.

When a processor \(p_i\) creates a new task (\(\text{fork}\) instruction) it sends asynchronously to \(p_0\) a message of size bounded by \(N_d\) that define all data dependencies of the new task (i.e. the shared data that it will read before its execution or write after its completion).

Processor \(p_0\) manages a list of ready tasks \(Q\) and a list of idle processors \(I\). For this, it uses two arrays: the one, \(A\), stores the task nodes created and not completed, the other, \(B\), the descriptors of the shared variables allocated. Any descriptors in \(B\) points to the task that requires the corresponding shared data in reading. Pointers from \(B\) to \(A\) are updated at task creation and task completion. When a task in \(A\) is pointed to by no more elements in \(B\), it is put in \(Q\). The cost of this arithmetic computation on \(p_0\) is proportional to \(N_d\) but independent from \(p\) and \(\sigma\): we neglect it compared to \((p - 1)\sigma N_a N_d\).

When \(p_0\) receives a message of task completion, it first updates \(A\) and \(B\), putting eventually, new ready tasks in \(Q\). It puts the processor in \(I\). Then, while there are ready tasks in \(Q\) and idle processors in \(I\), it gets a task from \(Q\) and a processor from \(I\), removes them from the lists and asynchronously sends a message assigning the task to the processor; length of the message is at

\(^4\)i.e. with polynomial speed-up, constant inefficiency and \(W_c(n) = W_a^\epsilon(n)\) with \(\epsilon < 1\) (cf chapter 1).
most $N_d$. For the whole execution, the computation time on $p_0$ needed for the management of those lists is proportional to $N_a$ and independent from $p$, $N_d$ and $\sigma$: we also neglect it compared to $(p - 1)\sigma N_a N_d$.

Note that due to contention, a processor which is idle may wait at most $(p - 1)\sigma N_d$ after $p_0$ has assigned a new task to it and before it receives it. Conversely, when a processor completes a task, process $P_i$ receives the corresponding message at most $(p - 1)\sigma N_d$ tops after.

Moreover, let $l_i$ be the length of the task $t_i$, $1 \leq i \leq N_a$ and let $c_i$ be the number of unit word shared data read by $t_i$ before and written during its execution. A processor is said idle if it is.

For $p_0$, the processor executing $t_i$ is considered as active (i.e. not idle) when it is not in the list $I$, i.e. from the moment $p_0$ has send a task to it and until $p_0$ receives the task completion message from it: this duration is bounded by $l_i + hc_i + 2N_d(p - 1)\sigma$.

Let $\#I$ be the total idle time seen from $p_0$ on processors $p_1, \ldots, p_{p - 1}$. Let $T_p$ be the length of the schedule; we have:

\[(p - 1)T_p \leq \#I + \sum_{i=1}^{N_a} l_i + hc_i + 2N_d(p - 1)\sigma \quad (2.6)\]

We now follow the scheme of theorem 9. Let $t_{j_1}$ be the last task completion message received by $p_0$ at date $T_p$ and let $d_{j_1}$ be the date when $p_0$ has assigned $t_{j_1}$. Two cases arise:

1. either no processor was idle for $p_0$ before $d_{j_1}$.

2. or there was at least one processor idle for $p_0$ at a certain date before $d_{j_1}$ when a processor was idle. At $\theta$, $t_{j_1}$ was not ready (else it would have been started on an idle processor). Thus, there exists a task $t_{j_2}$ such that $t_{j_2}$ have been assigned by $p_0$ before $\theta$ and whose completion message has been received by $p_0$ after $\theta$ and such that $t_{j_2} \prec t_{j_1}$. Let $d_{j_2}$ be the date when $p_0$ has assigned $t_{j_2}$.

Recursively applying this scheme until case 1 occurs, we built a sequence of tasks $t_{j_k} \prec \ldots \prec t_{j_2} \prec t_{j_1}$ such that, at any time where a processor is idle, there exists $1 \leq i \leq k$ such that $p_0$ has assigned $t_{j_i}$ to a processor and not yet received the corresponding completion message. We thus have: $\#I \leq (p - 2)\sum_{i=1}^{k} (l_{j_i} + c_{j_i} + 2N_d(p - 1)\sigma)$. Besides, since tasks $t_{j_i}$, $1 \leq i \leq k$ are on a critical path: $\sum_{j=1}^{k} l_{j_i} \leq T$ and $\sum_{j=1}^{k} c_{j_i} \leq hC_d$ which leads to:

\[\#I \leq (p - 2)(T + hC_d) \quad (2.7)\]

where $T$ denotes the minimal arithmetic time on an unbounded number of processors.

Let $W_a = \sum_{i=1}^{N_a} l_i$ be the arithmetic work and $W_c = \sum_{i=1}^{N_a} c_i$ be the communication work.

Replacing 2.7 in 2.6 leads to:

\[(p - 1)T_p \leq (p - 2)(T + hC_d) + W_a + hW_c + 4N_aN_d(p - 1)\sigma\]

which concludes the proof. □

As a corollary we consider a coarse-granularity efficient PRAM algorithm with polynomial regularity and bounded degree. For the corresponding DFG, this implies that for an input $x$ of size large enough:

- polynomial speed-up: $hW_c$ and $pT$ (note that $p$ is fixed): are neglected compared to $W_a$;
polynomial granularity: \( hC_d \leq W_e \) and thus \( hC_d \) (note that \( h \) is bounded and \( C_d \leq W_e \)) are also neglected;

polynomial granularity: \( 4N_aN_d\sigma \) (note that \( \sigma \) and \( N_d \) are bounded) is also neglected.

This leads to the following result.

**Theorem 13** Let \( A \) be an efficient ATH PRAM program that has polynomial granularity and polynomial regularity and which have bounded degree. Then, for any \( \epsilon > 0 \), execution time of \( A \) on a distributed architecture with \( p \) processors is asymptotically bounded by:

\[
T_p(x) < (1 + \epsilon) \frac{W_p}{p-1}.
\]

This time includes communication and scheduling overheads.

Note that we do not make use of slackness but instead use granularity to decrease communication overheads. An interesting question would be to use slackness in order to obtain time-processor optimal simulation, whatever the delay of \( d \) of access in shared memory is.

An improvement would be to decrease the factor \((p - 1)^{-1}\) to \( p^{-1}\): this could be possible if a distributed list-scheduling strategy was used. A classical example is randomized work-stealing: when a processor becomes idle, it selects uniformly at random a processor to steal a task. When a processor creates a task, it keeps it locally. Such a strategy is theoretically studied in [7]. Asymptotic bounds are given in the framework of strict multi-threaded computations. Other variants exports tasks when exceeding a certain numbers of task creations.

Such list scheduling strategies are very popular in parallel functional languages such as Multilisp [32] or Prolog [17].

In the last section, we turn to an effective implementation of the ATH language which allows the building of the DFG and thus the effective use of the above provably optimal on-line scheduling algorithm.

### 2.3.4 Athapascan: a simulation of the ATH PRAM language

ATHAPASCAN [43] is a parallel procedural language, inspired by Jade [50], that allows the construction of the DFG of an application during the execution. It thus makes possible the use of provably optimal on-line scheduling algorithms. We give in this section an overview of the main features of the language.

Similar to the ATH language introduce in chapter 1, ATHAPASCAN supports CUMULATIVE-CRCW PRAM algorithms. The building of the DFG is implicit; the `fork` operation (called `new_task` in Athapascan) may take in argument an optional scheduling strategy, default being a distributed list-scheduling algorithm. Taking benefit of knowledge on the graph, this allows to choose a adapted scheduling algorithm such as block-scattering for dense matrix computations or DSC for DAG with known durations [25].
2.3.5 The ATHAPASCAN programming model

The ATHAPASCAN language is a strict and para-functionnal one. It is implemented as a C++ library; it uses inheritance and templates to provide a friendly and easy-to-use interface.

In ATHAPASCAN, parallelism is expressed by asynchronous procedure calls, which correspond to the building of tasks. A task describes the execution of a specific procedure (which is defined by formal parameters and a block of instructions) with effective parameters. Two parameter-passing modes are possible, the by value mode copies the effective parameter into the local memory of the task and the by reference mode shares the data among different tasks.

References to shared data are typed according to their access modes. Four modes are defined to access shared data: read (a1_shared_r), write (a1_shared_w), read/write (a1_shared_r_w) and accumulation (a1_shared_cw). The three first modes are standard and are used in other parallel languages [38, 50]. Accumulation is realized from the initial value of the object by incrementation; this incrementation is defined by a binary function \( f \) (default is the C++ operator \(+=\)) which is assumed to be associative and commutative.

Thus, ATHAPASCAN allows implementation of CUMULATIVE-CRCW PRAM algorithms.

The semantics of ATHAPASCAN are such that each reading of a shared datum gets the value of the last update (writing) in the sequential order of task creations (depth-first ordering). In the current implementation of ATHAPASCAN, these semantics are implemented in the following way: a task becomes executable when all the effective parameters that it requires in read (or read/write) mode have been updated by predecessor tasks (relative to the sequential order of task creations).

2.3.6 Execution model of ATHAPASCAN

The control of the execution is based on the building of a macro-DFG which is represented by a direct acyclic hyper-graph, which is distributed among the processors. Vertices correspond to tasks and edges to data dependencies related to shared objects: hyper-edges are used to describe concurrent writings and concurrent readings of shared objects. This graph can be labeled with information attributes (arithmetic cost for tasks and data size for shared object dependencies). This graph is used to implement both the semantics and the scheduling of tasks. Different scheduling algorithms (denoted as scheduler) are available and user-specific ones may be added. The role of the scheduler is restricted to informing the system where and when tasks have to be executed, taking into account information available from the graph. This functionality makes possible the implementation of different classical provably good scheduling algorithms (list scheduling, ETF [11], DSC [26], work-stealing [38] for example).

The following rules define the development of an execution:

- The first executable task is the a1_main() function.

- During the execution of a task:

  - when a task is created (call to the a1_new_task directive), the new task is inserted into the graph;

\[^5\text{ATHAPASCAN [43] allows other accesses to shared objects: postponed (suffix p) accesses allow the expression of a larger degree of parallelism and arrays of shared objects.}\]
– when a task terminates, shared data that it accessed in write or read/write mode are updated. The task is then removed from the graph and the scheduler is informed of new ready tasks (i.e. all shared objects accessed in read or read/write mode are available).

- The scheduler analyzes the graph to make task mapping and starting decisions. The system performs the scheduling decision. When all shared data required by a task in read/read-write mode have been received at the affected node, the task is started.

### 2.3.7 An example of Athapascan program

The figure 2.3 presents an ATHAPASCAN source code for the triangular resolution of $AX = B$; the algorithm is presented in ATH in chapter 1 (fig. 1.6).

```cpp
struct Update : public a1_task_elem {
    Update( int size ) {
        set_cost(size*size*size);
    }
    // Performs X += -1/A*Y
    void operator() ( al_shared_cw<matrix<float> > X,
        al_shared_r<matrix<float> > A,
        al_shared_r<matrix<float> > Y) {
        X.cumul( - A.read().inverse() * Y.read() );
    }
}

struct FinalDivision : public a1_task_elem {
    FinalDivision( int size ) {
        set_cost(size*size*size);
    }
    // Performs X = 1/A*X
    void operator() ( al_shared_rw<matrix<float> > X,
        al_shared_r<matrix<float> > A) {
        X.write( A.read().inverse() * X.read() );
    }
}

struct TriangularSolve : public a1_task {
    TriangularSolve( int nb_elem ) {
        set_cost(nb_elem*nb_elem/2);
    }
    // Performs triangular resolution A*X=B
    // A is coded such that A[n*i+j] ::= A[i][j]
    void operator() (int n,
        al_array_of_shared_rp<matrix<float> > A,
        al_array_of_shared_cw<matrix<float> > X,
        al_array_of_shared_rp<matrix<float> > B) {
        for(int i=0; i<n; i++) {
            X[i].cumul( B[i].read() );
            al_new_task( FinalDivision(), X[i], A[n*i+i] );
            for(int j=i+1; j<n; j++)
                al_new_task(Update(), X[j], A[n*i+j], B[j]);
        }
    }
}
```

Figure 2.3: Triangular resolution of $AX = B$
2.4 Conclusion

In this chapter, the on-line scheduling of a parallel PRAM program on a distributed architecture with a bounded number of processors has been analyzed. List-scheduling, frequently arising in parallel language implementations, have theoretical foundations. An optimal simulation of a PRAM program with polynomial speed-up, polynomial regularity and coarse-granularity is given; cost of communications are considered under the model LogP and a shared-memory is emulated using hash functions.

Due to its experimental good performances [57, 56], most of languages implementing dynamic parallelism use heuristics based on list-scheduling. They essentially differ on the shape of the DFG, depending on the programming model they implement. Thus, performance of list scheduling may vary depending on this model. For instance, if synchronization are authorized in the language (waiting for some future value for instance), the scheduling has to use migration; if not, no guarantee can be given on the competitive ratio.

We focus in this conclusion on languages that use a provably efficient on-line scheduling algorithm. HPF 2 introduced groups of independent tasks of unknown durations via function calls. A BSP [54] program execution consists in a sequence of super-steps, each setted of independent tasks. All shared memory access performed at a step are effective at the next one. Dynamic load balancing is possible [54] but requires task migration in the considered implementation [28].

Functional languages use list-scheduling since a long time. For a survey on parallelism in functional languages, see [33], we just mention here some characteristic languages. Sisal [44] is a data-flow based language which defines a fine grain DFG; however, programming macro-tasks in order to obtain a coarse-granularity algorithm is not directly possible. NESL [5] provides a nested parallel model: graphs corresponds to recursive \(n\)-ary set of independent tasks with no data-dependencies but synchronization at the join point. Access are emulated on a virtual shared memory. Cilk [7, 38] is inspired from Multilisp and implements on the C language a model of strict functional computation. Tasks are mapped on functions; all data are accessed in the stack. Function can be migrated at a synchronization point, explicitly defined in the program. Migrations is reduced to a copy of the stack. ATHAPASCAN [19, 43] is inspired from Jade [50]; it implements in a C++ library a programming model similar to the language ATH presented in the previous chapter. Data-dependencies are defined by access to a shared data. Tasks corresponds to procedure calls; parameters can be passed by value or by reference to a shared-data. This last mode defines the precedence. When a task is ready, it can be executed till completion with no synchronization.

In computer algebra, list scheduling occurs frequently. The next chapter is devoted to a description of the different approaches considered in parallel computer algebra.
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Chapter 3

Parallel computer algebra systems.
3.1 Introduction

In the following we overview and try to compare some existing softwares for parallel computer algebra computations. Our aim is to point out the main research directions that could be applied in general purpose situations.\(^1\)

We focus more on *parallel systems, parallel environments, parallel libraries* or *parallel extensions of the existing* to execute algebraic algorithms than on closely related topics such as *parallel deduction, parallel logic* or *functional parallel programming*. In the same way, we will not refer to the numerous implementations of specific algorithms that can be found in the literature. Well known topics in computer algebra have been addressed *e.g.* linear algebra, polynomial computations, Gröbner bases computations ... But, even if important from an algorithmic point of view, these particular implementations usually do not propose any new concept from the system point of view.

Since the 80’s and the first conferences on the subject [13, 14] many experiments have been done in parallel computer algebra. Two concurrent evolutions, the progress of the parallel computers and networks, and the coming out of some common paradigms – we specially think to the use of *threads* – have given rise to numerous reports on such experiments. We will list and briefly describe the main ones\(^2\) from §3.4 to §3.14\(^3\). It may not be vain to note that even if each environment is usually tested and validated by its authors on few specific applications, most of them can be used in much general contexts.

### 3.1.1 Simultaneous computations in computer algebra

In parallelizing computer algebra, one is faced to three main different tasks:

- **Computer algebra aspects:** one has to continue the efforts in sequential performance.
- **Expressing parallelism:** programming details, especially in parallel, can be very time-consuming. One has to free the user from too technical details by providing a simple way to express parallelism.
- **Issues relating to parallel implementation:** one has to study problems such as load-balancing, scheduling, granularity and locality.

The first task concerns computer algebra and the two other ones concern parallelism, the main problem is thus to determine how the two aspects have to interact. Depending on the relative importance of these aspects for the end-user, three different approaches may be distinguished to conceive a parallel computer algebra system or to provide parallel resources to the user:

**A.** Parallel aspects are transparent to the end-user who use a sequential system as usually. This can be accomplished by replacing calls to sequential routines to calls to parallel ones using a parallel library. Sequential operators may be overloaded.

*Advantages:* the user is free from any parallel aspect. Codes do not need any modification.

---

\(^1\) An overview by W. Küchlin appeared in [65] and provides many relevant complementary remarks and references.

\(^2\) The author will appreciate any remark about forgettings to improve subsequent versions of this document.

\(^3\) The ordering is not relevant.
Drawbacks: the user relies on the available parallel library and cannot augment it. This strategy can be viable and very interesting when key routines of the computer algebra kernel are parallelized. This is one of the target goals with the vectorization of the basic arithmetic in [71, 72] \(\text{cf} \S 3.7\), or with its parallelization [17] \(\text{cf} \S 3.13.6\).

We may note that the same result could be obtained using automatic parallelization of sequential codes, and generate parallelism at compilation. Such studies remains theoretical [37] \(\text{cf} \S 3.13.4\), especially in computer algebra, we are not aware of practical aspects of this approach.

B. Using a sequential computer algebra system or library, the language is augmented to provide means to express parallelism. The sequential kernel is linked to or rely on a library that handle the parallel tasks and the related data communications. This is currently the most common strategy. This uses either standard or \textit{ad-hoc} computer algebra library (From \textsc{Maple}, \textsc{Reduce} … to C++ libraries from the scratch). Either message passing or a fork/join model is used to express parallelism.

\textbf{Advantages:} efficiency should be obtained for any parallel algorithms if the parallel software is efficient. Any level of task granularity is thinkable.

\textbf{Drawbacks:} the user is not free from parallel aspects.

As said above most of the references we have got enter this class. They will be different in the parallel programming model used and in the way the parallel tasks are mapped onto the physical processors. We refer to \S 3.1.2 and to subsequent sections for more technical aspects and descriptions.

C. In a distributed environment, several simultaneous sessions of a computer algebra system may be launched and considered as servers of a unique application.

\textbf{Advantages:} parallel algebraic computations are made possible in an heterogeneous environment (heterogeneous computational units).

\textbf{Drawbacks:} parallelism is generally used at a coarse-grain level of granularity.

This approach was somehow the one followed in [18] \(\text{cf} \S 3.4\), even if DSC mainly belong to the previous class of systems. The same remark is valid for the software in [31] \(\text{cf} \S 3.14.3\). For distributed computer algebra the reader may refer to [28, 29] and references therein. With the evolution of the machines and of the communication networks, the boundary between distributed and parallel computations may be very indefinite. Furthermore, the two fields have strongly related concerns. One of these is to develop means of communicating mathematical data. We refer to \S 3.15 for a brief discussion on this subject.

3.1.2 Parallel computer algebra

The parallel library in the first approach above relies either on the second approach or on the third one. The distributed approach is not fully usable when communication is really intensive or when efficiency is the main concern. Up to now, for these two main reasons, we will focus on the second one, we mean on softwares to implement medium/fine grain parallel computer algebra algorithms.

Again, three main directions may be followed [4, 43]:
B1. A *standard computer algebra system* is used as sequential kernel. Several such kernels are connected to exchange data.  
*Advantages*: easy to use for someone who yet knows the system. Quite easy to build. Exploit proven codes.  
*Drawbacks*: often implies a *message passing* programming model or coarse grained applications. Indeed, the time required to transfer data between processes determines the problem grain sizes that can be used. The costs of data format conversions in this approach may be prohibitive.  

Among the references in the text we may refer for instance to [20, 95, 19, 18] for experiments with MAPLE or to [76, 77] with REDUCE.

B2. A *sequential computer algebra library* whose source is available is augmented for the expression of parallelism and/or for data communications.  
*Advantages*: can exploit any grain of granularity and any type of memory. Can use proven code as a basis.  
*Drawbacks*: the parallel model or language must be an extension of the sequential one.  

Typically this is the chosen strategy in [111, 65, 92] where SAC-2 is extended, in [55, 7, 107] where SACLIB is used or in [9] with ALDOR⁴.  

The main difference with the previous approach is usually the communication cost and consequently, as remarked above, the target granularity.

B3. A *new parallel computer algebra system* is built using existing or new parallel facilities (language, library . . . ).  
*Advantages*: this is potentially more portable and efficient.  
*Drawbacks*: requires more implementation efforts.  

Such a point of view is followed in [44, 46, 43] where a parallel software and a computer algebra library are simultaneously designed.  

The difference with the two previous approaches is thus in the fact that the conception of the parallel programming model can done with more care.

At present, these three approaches may sometimes⁵ be viewed as favoring computer algebra (B1) or favoring parallel aspects (B3), (B2) being a compromise; as favoring studies on algorithms (B1) (*e.g.* fast experimental studies with huge data and problem dimensions) or favoring studies on parallel concepts (*e.g.* which criteria are relevant for dynamic load-balancing at a fine-grain level of granularity).

The paper is organized as follows. In §3.2 we briefly have a look at the main evolutions in the field. Since the first practical experimentations on networks of workstations or on parallel machines around 1984, the main evolutions has obviously concerned the machines and as a consequence, the programming model. This study is based on the aspects that are specifically relevant in computer algebra in §3.2.1; on a fast description of three main types of programming models in §3.2.2;

---

⁴In fact, in most of these cases, since the sequential language is not too restricting, the difference between this approach and the next one may be difficult to make.  
⁵Even if the references cited usually address both computer algebra and parallel aspects.
on some remarks about tasks scheduling and dynamic load-balancing in §3.2.3. Some possible criteria for a comparison will be pointed out in §3.3 before the overview itself of existing softwares from §3.4 to §3.14. Before concluding we make some remarks about links with the developments of protocols for the communication of mathematical data.

3.2 Parallel computer algebra: what changed since the 80’s?

Ten years ago a change of parallel architecture and operating environment was requiring many work – from the conception of the parallel algorithm to its implementation – to be redone. What about the situation today? Since the – very early – experimental studies of [108], what can we conclude about quite many existing works and experiments with parallel computer algebra?

Beyond the underlying evolution of the machines, two main facts are remarkable during this period:

**De facto message-passing standard** libraries for connecting parallel tasks on either homogeneous or heterogeneous networks of computers have appeared. These are PVM [47] and MPI [40] (cf §3.14). The associated programming model is based on message passing.

**Operating systems and threads** are now widely available on most of the parallel machines. This provides an alternative programming model also very commonly used.

Thus in 12 years, machines became easier to program and codes became portable. Note that from this standardization of the programming models, the differences between the hardwares (shared / distributed memories, workstation networks) has became blurred from the end-user point of view.

Most of the old problems (84 – 94) was to design environments on particular machines and to show – especially for computer algebra – that it was possible to obtain optimal speed-ups for particular algorithms on specific architectures. Open questions now mainly concern the way to easily get a satisfying efficiency in general situations, on possibly many processors (scalability) and for various architectures (portability).

In the following me make some basic remarks to see how such questions are commonly ad-

3.2.1 Specifically in computer algebra?

Clearly, computer algebra data and data structures are specifically of various types. This implies sophisticated means to exchange them between computational units. But we put off the discussion

---

6See the conclusion concerning current trends

7Other standards have emerged during the same period, especially High Performance Fortran for data parallel computations [39]. This model seems to be too restrictive for general algebraic computations and have not be used for this purpose to our knowledge. See also the Bulk Synchronous Parallel model in §3.2.2.
of this subject till §3.15 and will mainly focus on task expression and management.

Another distinctive feature of computer algebra algorithms is that they can be highly dynamic (precise behavior known at execution). From a parallel point of view this can be understood using the concepts of locality and of irregularity. Very intuitively, an algorithm is local if the computational complexity dominates the communication complexity [79]. An algorithm is irregular if it is costly to map/schedule the tasks it generates [46].

The dynamic behavior of the algorithms implies\(^8\) dynamic tools to obtain satisfying performances at execution in a portable manner. Mapping and scheduling are thus major issues in the field.

We will see that some dynamic load-balancers are now designed and used in computer algebra. Again, due to the evolution of the parallel machine capabilities (operating systems), such tools should now be widely recognized, as they are in other topics that share the same characteristics [46, 34, 35].

### 3.2.2 Parallel programming models

One main question in parallelism is to provide a programming model that could be easily translated into the machine language and efficiently executed on a wide class of machines [101]\(^9\).

Three main parallel models are used\(^{10}\).

**Data parallelism** is data driven and generated by data splittings. A typical language for this model is HPF [39]. A parallel program differ from a sequential one mainly in the parallel iterators (e.g. parallel loops). Synchronizations, communications and tasks are generated at compilation. With a unique flow of control, the model is particularly suited to regular data structures.

Parallel iterators can be found in computer algebra. We refer for instance to parmap in [19], to the parallel evaluation in [95] or to parallel loops in [51]. Anyway, in these cases, these parallel constructs are build upon execution layers of the two other types below.

**Message passing** was the only model available on the first distributed memory machines. This partly explains the nowadays infatuation for the libraries PVM [47] and MPI [40, 36], or at a lower level for the BSP model [101] and its implementations [52].

This model, introduced in [53], is based on the notion of communicating processes. A process is the execution of a program in different states related to actions. With parallel computations actions correspond to create and destroy for processes, to send and receive for messages.

Processes are heavy processes (e.g. Unix ones) in PVM and MPI\(^{11}\), communications are either from a process to another (point to point) or from a group of processes to another group (global synchronizations and communications). A virtual global memory and a programming style – based on super-steps – that depends on few machine parameters (flops,

---

\(^{8}\)At present.

\(^{9}\)This is so different from the sequential context where languages such C, LISP or FORTRAN exist.

\(^{10}\)Or at least vaguely considered concerning *Data Parallelism* in computer algebra.

\(^{11}\)A lot of studies aim at including threads in these standards.
bandwidth and synchronization cost) seems to provide a more portable (with respect to the efficiency) model BSP [101, 52].

Message passing has been often used in the past and is still used essentially using PVM and MPI, see [76] or [107] among other references.

**Functional programming with fork / join** provides a general MIMD model. A function (or a procedure) is forked *i.e.* a new task is created by an instruction `fork` (synchronous or asynchronous). Results are obtained when the task resume by joining using an instruction `join` together with the calling function. Practically this can be implemented using threads (shared memory) or distributed threads\(^{12}\) (distributed memory). Threads create other threads, this can be done recursively with no theoretical limit to the number of threads. The model can also be implemented as in LINDA [48, 2] where the evaluation of a virtually shared name space, permits to spawn procedures. There is no connection between this number and the number of physical processors. When launched, the tasks can exchange data using co-routines [26] (cf §3.4); or using *multi-functions* [5] (cf §3.11); or accessing to a shared memory either physically (cf §3.5 and §3.8)) or virtually (cf §3.10 and §3.12).

This model is often associated to a *divide and conquer* programming style. It must be built on a software layer or using an operating system, that will map and schedule the executions of the tasks as we will see in next section.

Early work in the functional programming field and in computer algebra use *data-flow analysis* [70, 38] for LISP or for REDUCE [37] (cf §3.13.4). Parallelism is achieved by evaluating the arguments of a function in parallel. The parallelism is thus investigated at the level of a function investigation, this is very similar to the approach based on `fork / join`. One main difference is in the way the data-flow graph is computed: either statically *e.g.* at compilation, or dynamically *e.g.* during execution\(^{13}\).

Anyway, the differences in the way to express parallelism and in the work that has to be done at compilation in the latter approach, show that many practical studies remain to be done to make a good choice. One important work in functional programming has also led to the concept of *future* [59, 49, 50]. Instructions `fork` and threads are often similar to *futures*.

Data parallelism language constructions can be very useful for regular computations in computer algebra (*e.g.* for replicated computations, for a `map` operation on an array or a parallel loop). However this model seems to be too restrictive for *irregular* algorithms.

Message-passing models are quite often preferred nowadays since *standards* softwares are available on a very wide class of machines (machines dedicated to parallelism, homogeneous and heterogeneous networks). Unfortunately the model, often available only with coarse-grained granularity, can be difficult to use when dynamic load-balancing, at a medium/fine grained granularity, is an important issue.

We will definitely prefer the `fork / join` model at least in this latter case.

\(^{12}\)By abuse of language, we will frequently omit “distributed” in “distributed threads”.

\(^{13}\)A mixed approach is thinkable. See for instance the dynamical data-flow analysis in §3.12.
3.2.3 Dynamic load-balancing

In [19] (for instance) we read: “Optimal scheduling of a set of tasks with a predetermined number of homogeneous, unloaded processors is one thing; getting plausible performance during a computation chock full of possibility of heterogeneous concurrent tasks on system with other users is another”. Such a comment seems to be obvious to an aware reader and could be found in many other papers in the field of parallelism. We repeat it for two main reasons.

On the one hand, it appears that the remark is too often forgotten. For example, one may be easily tempted to work with few processors on a fixed problem, then to extend the particular conclusion to a more general context. Fortunately, it seems that this is less common than before in the literature. On the other hand many questions related to this remark remains open.

If parallel tasks defined at an abstract level by the programmer was mapped “by-hand” when using the first distributed memory machines, this is no more true in most cases. Since the functional programming model is well established in computer algebra, this model with fork/join instructions is always used for dynamic load-balancing in parallel. When a task is created, it is generally placed in a queue and wait to be mapped and scheduled on a target computational unit. Further, by analyzing the task queue and in particular the dependence of the input/output one may deduce a data-flow graph. Specific techniques may then be used to map and schedules the tasks from the global information available from the graph. We refer to [16] (cf §3.12).

We are not aware\(^{14}\)\(^{15}\) of other types of approaches (with practical experiments) in computer algebra.

Once the tasks are created many strategies can be used to map and schedule them, and various informations – including ones provided by the users – can be useful to optimize this process. The main problem is to permit implementations that are execution-portable (efficiency on various machines) and scalable [98] (remain efficient when the number of processors is increased). We may identify five main issues to attain this goal:

**Mapping / Scheduling.** By abuse we will call load-balancer, a tool which maps the tasks onto computational units, give them a date to execute *i.e.* schedules them and possibly make them migrate, sleep or stop. A load-balancer is generally formed of two parts: the information one to spy the current load of the machine and the control part to actually do the mapping and the scheduling (taking into account the informations about the load). (Active/passive, centralized/distributed, …). We do not detail anymore this subject, the reader will refer to [15] for an overview. We will just precise, during each description of existing softwares, how the two parts have been conceived and how do they work.

**Granularity.** Strongly related to the cost of communications, this is a main issue. We have seen that the programmer specifies parallelism at an abstract level of granularity. To prevent a to large number of simultaneous tasks and data transmitted through the network (that could overload the system) or too small tasks, it is necessary to limit this number either a priori or a posteriori. Using a divide and conquer style, it is possible to a priori limit the number, by choosing to run the task on the same processor than their calling tasks as soon as enough

---

14 Static approaches are very common in parallelism but seems to be too restrictive for computer algebra purposes.

15 It is important to note that, as seen in previous section, the data-flow analysis proposed in [38, 37] is a main possible alternative to the model based on fork/join. Good performances could certainly be obtained this way.
parallel tasks have been created [74, 19, 85]. *A posteriori*, as proposed in [65], it is possible to coalesce virtual tasks into bigger real ones according to the informations about the load.

**Locality.** Can be crucial when the state used by a task is large and cannot be replicated. Static or dynamic strategies should be used to place tasks on units that own most of the relevant data or to limit data replications. (*cf* §3.12).

**Cost informations.** In addition to the informations about the machine load, cost informations about the tasks may be provided by the user. Such informations may be relevant for the efficiency of the load-balancer [86, 46] (*cf* §3.4,3.6,3.12).

**Poly-algorithms.** For several algorithms solving a given problem, to know the best one for a given machine, will depend on machine parameters (*e.g.* the number of processors) and on problem parameters (*e.g.* the dimension). The use of *poly-algorithms*, we mean algorithm that permit to differ the choice of the appropriate method (using machine parameters) till the compilation or even the execution, is a natural way to solve the problem [98, 86] (*cf* §3.6).

We see that many relevant have to be taken into account to build an efficient tool to get good performances. At present, there are quite few experiences in this field in computer algebra. A lot of work remains to be done to test, tune and validate the strategies in meaningful situations.

### 3.3 Which criteria for a classification?

We summarize the main aspects presented in previous sections and a little bit more detailed in subsequent ones. From §3.2.1 we know that dynamic load-balancing is at present the first issue of domain.

In table 3.3 we consider the main softwares available: DSC (§3.4), PARSAC-2 (§3.5), PAR. POLY. OP. (§3.6), SUGARBUSH (§3.8), STURM (§3.10), GIVARO (§3.11), GIVARO with ATHAPASCAN-1 (§3.12), MAPLE (§3.13.2) and MuPAD (§3.13.3).

The first rows describe the *GLOBAL DATA MODEL*: the way the memory of a processor can be accessed by another processor. Then the *TASK MODEL* rows precise if heavy processes (*e.g.* Unix ones), *Remote Function call* non multi-threaded, or multi-threads is used. The *synchronization* explains how these process are explicitly synchronized. The *ARCHITECTURE* rows indicate if the software is designed for distributed or shared memory machines, and shows if the system can run on heterogeneous architectures. The *LOAD-BALANCING* rows show if a dedicated tool has been conceived to handle the tasks and give some precisions on the used strategies.

### 3.4 DSC

DSC is a general purpose tools, applied in particular to algebraic computing, that manages tasks distributed over a network of workstations (Unix) [32, 30] for large computations. DSC has first

---

16And more recent.

17It is much easier to port a software from a distributed memory to a shared one, than to do the converse.
Table 3.1: Classification of softwares for parallel computer algebra.

| GLOBAL DATA MODEL | DSC | PS-2 | PPO | SBSH | STU | GIV-1 | GIV-2 | ||M|| | µP |
|-------------------|-----|------|-----|------|-----|-------|-------|------|---|
| - message passing | ●   | ●    | ●   | ●    |     | ●     | ●     | ●    |   |
| - async. comm.    |     |      | ●   | ●    |     |       |       | ●    |   |
| - virtually shared|     |      |     | ●    |     |       |       |     |   |
| TASK MODEL        |     |      | ●   | ●    |     |       |       | ●    |   |
| - heavy processes |     |      |     | ●    |     |       |       |     |   |
| - RFC             |     |      |     |     |     |       |       |     |   |
| - multi-threading |     |      |     |     |     |       |       |     |   |
| - preemptive      |     |      |     |     |     |       |       |     |   |
| - async. creation |     |      |     |     |     |       |       |     |   |
| - SYNCHRONIZATION |     |      |     |     |     |       |       |     |   |
|   - join variable |     |      |     |     |     |       |       |     |   |
|   - coroutine     |     |      |     |     |     |       |       |     |   |
|   - multi-procedure|    |      |     |     |     |       |       |     |   |
| ARCHITECTURE      |     |      | ●   | ●    |     |       |       |     |   |
| - dist. memory    |     |      |     |     |     |       |       |     |   |
| - shared. memory  |     |      |     |     |     |       |       |     |   |
| - heterogeneous   |     |      |     |     |     |       |       |     |   |
| LOAD-BALANCING    |     |      | ●   | ●    |     |       |       |     |   |
| - distributed     |     |      |     |     |     |       |       |     |   |
| - passive strategy|     |      |     |     |     |       |       |     |   |
| - load indicator  |     |      |     |     |     |       |       |     |   |
| - user info.      |     |      |     |     |     |       |       |     |   |

been used by programming in C or LISP, an interface to MAPLE [22] has then been proposed in [18].

The model of computation is client / server and hides both the interprocess communications and processor allocation to the user. The communications are based on standard Unix capabilities (TCP / IP and UDP). The library essentially permits to submit a task to the environment and to wait for its completion. The subtasks themselves may recursively spawn further subtasks. An additional mechanism – say co-routines – whereby a subtask remains loaded in memory space on a return, until it is subsequently awaken, appears to be very useful in DSC for real applications [30].

Table 3.2: Classification – DSC.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>C / LISP / TCP-UDP</td>
<td>Unix processes</td>
<td>Distributed</td>
<td>Yes / Task queue</td>
<td>Coarse / Medium</td>
</tr>
</tbody>
</table>

The system has been primarily designed for large computer algebra applications on heteroge-
neous networks of workstations. A sophisticated scheduler is proposed [30]. On the one hand, the scheduler receives the cpu and memory loads of the available machines. On the other hand the user specifies a rough amount of needed usage. Then, on a request, the system makes the selection of which processor is to handle the work, or decides to queue the request for later distribution. Such a finely tuned feature seems to have been necessary to run the test on inputs as large as the ones reported.

The design has been extensively tested on symbolic applications such as sparse linear system solution [30, 67], primality testing and factorization [100]. The scheduler has been tested with a common network of up to 30 machines.

### 3.5 PARSAC-2

PARSAC-2 [62] is a programming environment belonging to the class of systems based on threads of control. The support for *fork / join* parallelism initially for shared memory machines in [63, 64] (S-THREADS) has been extended to distributed ones in [10] (DTS). It relies on SAC-2 [25] translated to C from ALDES [68] for its sequential computer algebra library. For a comprehensive introduction we refer to [65].

The programming model is based on *fork / join* functionalities, the suggested way to program is to use a *divide and conquer* style.

The system relies on S-THREADS for parallel programming on each node of the target machine. For portability, the design supports a *virtual parallel programming model*: an algorithm is parallelized with respect to its logical parallel structure. The corresponding logical threads of control are mapped at run-time. Another layer, DTS, is built upon PVM to handle *fork / join* across a network.

For efficiency, a dynamic load-balancer is available. The current approach is centralized but could be distributed. The chosen strategy runs *Maxjobs* on each processing unit and keeps the others in a global queue. This maximum number depends on a constant (currently an heuristic) and on the number of pending jobs with respect to the number of processors. This is designed in order to avoid both the risk of unbalanced load and of overloading of the units.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>SACLIB / C/ PVM</td>
<td>Threads</td>
<td>Shared / Distributed</td>
<td>Yes / Task queue</td>
<td>Medium / Fine</td>
</tr>
</tbody>
</table>

For good speed-ups on a network of workstations, the reader may refer to [10] (polynomial resultants). Further parallel concepts (search parallelism and thread groups) are used in [3] for Gröbner bases computations. Load-balancing is completed by some user-specified key parameters (*e.g.* number of concurrent reductions of polynomials). This clearly shows the need for further studies about relevant parameters of automatic load balancers in computer algebra.
3.6 Parallel Polynomial Operations, MP / MPP

Research at Kent focuses since several years on parallel symbolic computations on polynomials. The reader will refer to [103, 104, 105] for reports on experiments and timing data and to [106] for a recent survey of the corresponding parallel algorithms. The experiences have been conducted mainly on symmetric multi-processors and now turn towards general environments [107] as we will see in §3.14.

The work is done using C language or a ported SACLIB package [11] together with a module for data communication between tasks. Several libraries have been implemented, especially for factorization of polynomials. This does not really form a parallel computer algebra system but provides key ideas for a future realization of such a system. Parallel algorithms are implemented by forking subprograms and waiting for the results.

Table 3.4: Classification – Parallel Polynomial Operations.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>C, SACLIB</td>
<td>System processes</td>
<td>Shared</td>
<td>By hand</td>
<td>Medium / Fine</td>
</tr>
</tbody>
</table>

An interesting point concerns dynamic load-balancing. Depending on the number of available processors and on the size of the problem to solve, “by hand” dynamic load-balancing is ensured by the programs. We mean that a poly-algorithm is provided and that the subprogram which is actually executed is chosen during the execution. This is a rough mechanism but implements an interesting concept.

3.7 Parallel REDUCE

Vectorization has been proven to be efficient for big numbers and polynomial arithmetic in [71, 72, 73] (this include a vectorized garbage collection). These articles report intensive experimentations on CRAY machines with coarse-grain parallelism especially for Gröbner bases computations. Fine grain parallelism was judged to be useless on many processors. The main reason being that the heuristics used in sequential seem to be somehow inconsistent with many concurrent tasks [72, 78]18.

Following the evolution of both the parallel machines and of the parallel tools, a parallel version of REDUCE with PVM is under development [76, 77]. The basic protocol uses send/receive for LISP forms, the basic model of parallelism is master/slave. Applications are coarse-grain computer algebra ones, algorithms in linear algebra are currently under investigation.

---

18 Since then, many papers have been published on parallel Gröbner basis computation. The reader will refer to them for a discussion about the ability to take advantage of many parallel tasks or not.
3.8 MAPLE/LINDA

A general-purpose parallel algebraic system is proposed in [20] as an association of MAPLE and LINDA [48, 2]. A main feature of LINDA is that system and architecture-dependent details for parallelism are hidden from the final programmer. LINDA provides a global name space where all the processes can read and write. The user programs as if using a shared memory machine. The C/LINDA used here extends the C with parallel procedures working on tuples (ordered sequences of objects or names). A global collection of data is maintained by the system: it is viewed as shared among all processes. The eval procedure on tuples spawns separate process for each element of the tuple. Each process evaluates its element which can be a procedure call. LINDA tuple space leads naturally to the notion of tasks into a homogeneous pool (or queue, stack,...). MAPLE/LINDA appears to be a batch system with several copies of MAPLE running simultaneously and communicating by LINDA operations. A master/slave approach is tested in [20] (parallel iterations, sparse modular gcd) and speed-ups are given with three independent MAPLE processes (shared memory Sequent Balance).

This parallel MAPLE has also been implemented for networks of workstations [21] under the name SUGARBUSH. In [19] (for instance) empirical data are reported with up to 27 processors for parallel integer multiplications. Empirical data are obtained using load-balancing heuristics (see also [66]). Even if user-specified, ways are provided by the system to tune the granularity by cutoff. These experiments show the consequences of a lack of dynamic scheduling when using many processors. The authors also ask some important questions about the inclusion of dynamic scheduling heuristics in parallel computer algebra systems. For instance, one problem is clearly to tune thresholds to decide when a given task should be splitted (for subsequent concurrent tasks) or not?

Table 3.5: Classification – MAPLE/LINDA.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>C / MAPLE</td>
<td>System processes</td>
<td>Shared / Distributed</td>
<td>By hand / Task queue</td>
<td>Medium</td>
</tr>
</tbody>
</table>
interfaces. This is avoided at the highest level by annotations. For instance \( f(x) \) will be transformed to \( \text{start}(f, x) \): a task executing \( f \) with entry \( x \) will be spawned. From one of these levels, a compiler generates PAelib C code with all explicit task creations and synchronizations.

Table 3.6: Classification – PAelib with PD.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>C and PD</td>
<td>Threads</td>
<td>Shared</td>
<td>Task queue</td>
<td>Medium / Fine</td>
</tr>
</tbody>
</table>

This provides a friendly interface for the end user. The problem of task mapping is not really addressed. It is handled by the running time system which is based on virtual processors [90] (cf also §3.5) and light-weight processes. One global queue contains all the tasks that are active but not yet running. The scheduler, provided by the \( \mu \text{SYSTEM} \), selects tasks for execution from the head of the queue. A global list is available for memory management.

The development of applications is illustrated either at the C level in [54], or at the highest level using PD in [91]. High speed-ups are reported on basic examples.

The PAelib kernel is implemented on a shared memory machine, a Sequent Symmetry. Anyway, the functional model is also well suited to distributed memory. This latter model is also considered by the same research group, see §3.10.

### 3.10 STURM

The above PAelib kernel is essentially the substratum for the STURM kernel designed either for shared memory machines [56] or for networks of such machines [7]. The task management is thus inherited from PAelib whilst the memory management is redesigned. The kernel is implemented in C and a C++ shell is provided around the C interface.

The programming model is still based on fork/join and the tasks are scheduled via a global queue (with user-specified time-slicing for preemptive scheduling). Concerning the memory, the system simulates an infinite heap from which blocks can be allocated. The heap is organized in a set of clusters. On request for a free block, a hierarchical search is done from the local cluster to the whole machine (all the processors may be interrupted for garbage collection).

Table 3.7: Classification – STURM.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>C / C++</td>
<td>Threads</td>
<td>Shared / Distributed</td>
<td>Task queue</td>
<td>Medium / Fine</td>
</tr>
</tbody>
</table>

The kernel is running on shared memory machines but we are not aware of experimental data on distributed memory machines or on networks.
3.11 From PAC to GIVARO

The GIVARO library for computer algebra and dynamic load-balancing in distributed environments, comes from the older library PAC.

The PAC library [83, 84] was written in C and was using a message passing programming model. Experiments and speed-ups on various algorithms can be found in [102, 82, 81, 97] using up to 32 processors and vector units. Experiments have also been done on 128 transputers as reported in [94]. Then PAC has been redesigned in C++: PAC++ [44, 24] was formed of a sequential computer algebra kernel based of GNU GMP and on a distributed thread system. A programming model based on fork / join capabilities (themselves provided by the runtime layer ATHERAPASCAN-0a [23, 8]) and on a divide and conquer style, has thus followed the older message passing one. We refer to [44, 46, 24] for details and experiments. Neither of these two libraries was providing dynamic load balancing of tasks. However, experiments with them have been necessary in order to fix the best suited programming model in subsequent developments.

This has led to GIVARO [43, 45] which extends the model and includes automatic load-balancing. Still using fork / join in a divide and conquer style, a program is written at an abstract level of granularity, the tasks are mapped onto the processors at run-time. Two types of synchronous remote calls to functions are available: to split computations into independent subtasks the programmer can use a call to $n$ functions; to merge results or to cooperate during computation GIVARO offers the concept of multi-function [5] through a synchronization function. The underlying runtime support is ATHERAPASCAN-0$_{MP}$ [80] which extends ATHERAPASCAN-0a by the implementation of multi-functions.

The expression of parallel programs is distinct from the way they are executed by the current scheduler: the scheduler is invoked at each call to a function. Using cost informations given by the users, the scheduler can also takes some algorithmic choices, such as choosing the splitting factor at an $n$-arity call. At runtime, each task can be stopped then continued on a different site of execution (this was designed for the manipulation of algebraic numbers [44, 45]). The mechanism is based on user defined continuation functions.

Table 3.8: Classification – GIVARO.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>C++</td>
<td>Threads</td>
<td>Shared / Distributed</td>
<td>Yes / Task queue</td>
<td>Medium / Fine</td>
</tr>
</tbody>
</table>

GIVARO has been tested mainly on an IBM SP2 [44, 24, 43]. Some different strategies of load-balancing are available via default schedulers. However, the modular design of the library allows the user to define its own new schedulers without any modification of the parallel programs.

3.12 GIVARO with ATHERAPASCAN

The sequential library of GIVARO [43] (which includes basic data types and their bufferization, and basic arithmetics in C++) can be used in sequential or with other runtime supports.
Table 3.9: Classification – GIVARO with ATHAPASCAN-1.

<table>
<thead>
<tr>
<th>Languages</th>
<th>Fork/Join</th>
<th>Memory</th>
<th>Load-balancing</th>
<th>Grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>C++</td>
<td>Threads / Virt. sh. mem.</td>
<td>Sh. / Distr.</td>
<td>Yes / Task queue</td>
<td>Medium / Fine</td>
</tr>
</tbody>
</table>

Another parallel interface for GIVARO is under development using ATHAPASCAN-1 as runtime layer. The programming model is still based on fork / join, global synchronizations are done via a virtually shared global memory [16] (read, write and accumulation). A program is written at a virtual level of granularity, a dependence graph is built from an analysis of the input parameters of the tasks and is mapped at execution (the process could be done statically in certain cases).

The software is built from two layers: one for parallelism expression and one for task scheduling and mapping. Sophisticated task schedulers are available and take into account both cost informations about tasks and locality of input data. The scheduling library can be augmented with user defined strategies.

The main difference between this approach and the one in the previous section, is in the model of global synchronization between threads. On the one hand multi-procedures and on the other hand accesses to a virtual shared memory provide this capability.

Very first experiments with this approach can be found in [33].

### 3.13 Other parallel extensions of sequential softwares

#### 3.13.1 ALDES and SAC-2

The library SAC-2 [25] written in ALDES [68] has been extended with means for parallel computing [92, 93]. The main goal is to provide to the programmer, a way to specify concurrency in a very simple way – with no great change in the sequential codes. This is realized by the use of futures [59, 49] to extend the sequential semantic. The associated concurrent tasks are launched via asynchronous procedure calls. Tasks are managed by a scheduler. They are sent – on request – to algorithm servers.

Good speed-ups are reported on very regular examples such as Chinese remaindering for computing polynomials resultants [93].

An implementation of SAC-2 has been done on Cray machines, corresponding experiments may be found in [58]. Other parallel developments with SAC-2 relies on the translation of ALDES into Fortran for the parallel aspects [87]. Here, the computation is data driven (cells for cylindrical algebraic computation). Several identical programs are distributed among the processors of a shared memory machine. Each processor then take a task to perform in a centralized queue as soon as the previous job is finished. Good speed-ups are reported on few processors.

On network of workstations ALTS [99] is a library which provide basic communication routines for an ALDES programmer. A unique program is distributed over the network. Data are shared by the processors via a virtual global memory which permits communications between tasks. Tasks and global events (interruption) somehow allow to relax the constraints imposed by the unique
flow of control, this allows speculative parallelism. Some experiments are reported but the quite coarse-grained tasks (implemented using Unix processes even if the abstract level is lower) limits the power of the software if dynamic load-balancing is a relevant issue.

Using threads and relying on the scheduling strategies of the all-cache parallel machine KSR1, some remarks and experiments are given in [61] about the parallel implementation of MAS [60].

### 3.13.2 MAPLE

In addition to the use of DSC seen at §3.4, other systems have been proposed to interface MAPLE in parallel.

A manager/worker approach is considered in [95] and applied for instance to Gröbner bases computation [96]. Using the parallel language STRAND [41] (guarded Horn clause type), MAPLE kernel is developed and tested on both shared and distributed memory machines. A simple set of interesting interface routines between STRAND and MAPLE is proposed, it mainly provides the splitting of inherently parallel tasks and the combination of results. The manager/worker scheme is possible and recommended in case of load-balancing requirements (this latter problem is not considered). This approach clearly allows to easy take advantage of the whole MAPLE LIBRARY to run complex codes. Good speed-ups are reported on 16 processors on some basic problems.

Other investigations using MAPLE are presented in [6]. The approach is different from the one above since a modified version of the MAPLE kernel is used. Classical message-passing concepts are implemented but high speed-ups are reported on many processors (81 nodes with two Cpus).

### 3.13.3 MuPAD

A parallel version of MuPAD [42] should be released in the future. Some well known concepts for shared memory machines (e.g. job queues, parallel loops . . . ) are planned to be provided [75, 51].

### 3.13.4 REDUCE

Some attempts have been made to extend the capabilities of REDUCE for vector and parallel machines. We have seen REDUCE on Cray machines at §3.7.

Also using REDUCE another direction has been taken in [37]. To use coarse grain parallelism, this paper proposes a way to automatically generate parallelism at compilation. Parallelism is detected at the level of a function invocation, a data flow analysis is proposed to provide the necessary semantic information. This study remains theoretical (concerning the parallel execution), no parallel experiment is given.

### 3.13.5 ALDOR

The library Π is currently under development [9] at the ETH Zurich. The goal of the project is to incorporate parallel constructions in the general purpose language Aldor [110, 109] in order to write portable parallel programs using various types of systems and machines.

The library is formed of a few set of packages on which high level parallel programming models are based. These packages concern basic communications, asynchronous calls to functions and a
job scheduling interface. Parallel programming models are: fork/join, parallel map using iterators on splitted data structures and to reconstruct results from sub-computations. Scheduling strategies are under development and tuned on different architectures.

3.13.6 **CALYPSO and ALGBENCH**

The parallel computer algebra library CALYPSO presented in[17] is a set of C++ parallel classes and programs for infinite precision arithmetic. Using MPI these algorithms have been tested on various parallel architectures (programs are parameterized by the number of available processors). This library can be linked with other ones, this is done for instance with the ALGBENCH system [69], viewing CALYPSO as its arithmetic parallel engine.

3.14 Integrations of MPI or PVM

The efforts related to MPI [40] and PVM [47] have produced specifications intended for the portable development of message-passing applications. Implementations exist on various architectures, the use of MPI or PVM broadens the applicability of the software.

Based on these remarks, the three tool-boxes below provide the integration of either MPI or PVM with several existing softwares. This should be the first step towards more general-purpose applications because clearly, this is not enough. The lack of dynamic management of the processes and of dynamic load-balancing should be handled by a complementary layer.

3.14.1 **STAR / MPI**

We refer to [27] for the integration of MPI with existing softwares. The author presents the implementation of a classical basic master / slave interface between MPI and GNU Common LISP or GAP [88].

3.14.2 **Tools for parallel mathematical computations**

A set of tools for data communications between concurrent tasks is presented in [107]. One software permits to run MAXIMA as a PVM task through a Common LISP interface to PVM. Another library interfaces SACLIB [11] and related computer algebra systems.

3.14.3 **FoxBox**

The software FoxBox for manipulating black box representations in symbolic calculus, provides in particular a parallel interface [31]. A basic client / server protocol manages parallel black box objects (C++). Currently, applications are realized using MPI but the software could take advantage of other parallel systems. This parallel library is part of a wider software that also allows the use of general purpose computer algebra systems.
3.15 Protocols for mathematical communications

When homogeneous or heterogeneous computational units are connected and can physically send and receive messages, one need a common protocol to efficiently exchange data.

On the one hand, in the parallel computation community, especially in computer algebra, from the sections above we see that for many years, each research group has defined its own basic means of communicating mathematical informations and protocols.

On the other hand, in the computer algebra community, many efforts have been done to provide connectivity between different softwares in a distributed setting. This includes the development of means for communicating mathematical informations between applications, we may refer to [1] and to references therein.

Since parallel and distributed computations are main applications of these latter studies on protocols, and since communicating is a main concern in parallelism we may hope that these two directions will learn from each other. In particular, as we have seen, parallel programming relies on various models to express parallelism (message passing, fork/join, BSP, ...): one question is to have common means of communicating and interfaces that are independent of the chosen model i.e. that can be used with any model.

3.16 Conclusion

We have seen that a lot of work has been done to exploit parallelism in computer algebra. If we go back to the three main possible approaches A, B and C discussed in the introduction, we may conclude that the three should be considered as complementary means. And the same holds, for the more detailed directions B1, B2 and B3. Indeed for instance, we think that the studies done somehow separately with standard systems and with new ones has came to maturity, and could be integrated in a unique framework. To use a standard computer algebra system does not exempt from taking into account accepted facts in parallelism. To build a new parallel computer algebra system does not exempt from knowing about the best computer algebra algorithms.

Computer algebra system nowadays are more open toward outside than during the past, parallelism will certainly benefit a lot from this evolution. Will this evolution, together with progresses in providing efficient and standard communication means, accelerate the emergence of standard ideas? We believe that data-flow graphs, functional programming together with threads and dynamic load-balancing with adaptative granularity/locality and cost informations, can be such ideas.
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