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ABSTRACT

In [6], a new approach for certifying the correctness of program executions in hostile environments has been proposed. The authors presented probabilistic certification by massive attack detection through two algorithms MCT and EMCT. The execution to certify is represented by a macro-dataflow graph which is used to randomly extract some tasks to be re-executed on safe resources in order to determine whether the execution is correct or faulty. Bounds associated with certification have been provided for general graphs and for tasks with out-tree dependencies. In this paper, we extend those results with a cost analysis of parallel certification based on on-line scheduling by work-stealing. In particular, we focus on Divide & Conquer algorithms that are commonly used in symbolic computations and demonstrate the efficiency of EMCT for the certification of the resulting Fork-Join graph. Finally, we show how to combine EMCT with BCH codes to make a matrix-vector product both tolerant to falsifications and massive attacks.

Categories and Subject Descriptors

D.2.4 [Software/Program Verification]: Reliability
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1. INTRODUCTION

Large scale global computing systems like the Grid and Peer-to-peer computing platforms gather thousands of resources for computing parallel applications. Even if middleware is used to secure the communications and to manage the resources, the computational nodes operate in an unbounded environment and are subject to a wide range of attacks able to alter the computed results. Of course, global computations are expected to tolerate certain low rates of faults [14, 10], yet one should consider the possibility of massive attacks resulting in an error rate larger than tolerable by the application. Such massive attacks are especially of concern due to Distributed Denial of Service, virus or Trojan attacks, and more generally orchestrated attacks against widespread vulnerabilities of a specific operating system that may result in the corruption of a large number of resources.

Most research related to protecting large computations from massive attacks has been done in the restrictive context of independent tasks. [6, 7] introduce new probabilistic certification algorithms, Monte Carlo Test (MCT) and Extended Monte Carlo Test (EMCT) that establish whether the computations have been massively attacked. The proposed approach uses a portable representation for the distributed execution E of a parallel program on a fixed input: a bipartite Direct Acyclic Graph $G = (V, E)$ known as a macro-dataflow graph. The first class of vertices is associated to the tasks (in the sequential scheduling sense) whereas the second one represents the parameters of the tasks (either inputs or outputs according to the direction of the edge). The total number of tasks $T_j$ in $G$ is denoted by $|G| = n$.

In the following, we will adopt the notation and assumptions of [6]. In particular, $G^i(T)$ denotes the sub-graph induced by all predecessors of a task $T \in G$ and $G^s(T) = G^i(T) \cup \{T\}$. The graphs of successors are denoted similarly, e.g. $G^s(T)$ and $G^s(T)$.

Tasks in $G$ and therefore $E$ are computed on workers which compose most of the resources of the Global Computing (GC) platform. Such computational nodes cannot be fully trusted as they execute in a non-secure environment. In the sequel, $U$ (for unreliable resources) denotes the set of workers in the GC platform: each task $T$ in $E$ executes on $U$ with inputs $i(T, E)$ and creates output $o(T, E)$. Conversely, we assume a set $R$ of reliable resources able to host a (possibly distributed) checkpoint server (used to store the...
The certification is conducted on $R$. As $|R| \ll |U|$, one of the challenge consists in doing the certification with a low overhead. The configuration of the execution platform is illustrated in Fig.1 [15].

As this paper focus on $EMCT$, the main steps of this algorithm are recalled here. More details can be founded in [6].

Algorithm $EMCT$

**Input:** $G$, an execution $E$ composed of dependent tasks

**Output:** the correctness of $E$ (CORRECT/FALSEY)

Pick up randomly $T \in G$;

for all $T_j \in G$($T$) / $T_j$ has not yet been checked do

\[ o(T_j, E) \leftarrow \text{ReexecuteOnVerifier}(T_j, i(T_j, E)); \]

if $o(T_j, E) \neq o(T_j, E)$ then return FALSEY;

end

return CORRECT;

Let $n_f$ be the number of forged tasks in $G$. A massive attack with ratio $0 < q < 1$ consists in falsifying the execution of at least $[qn] \leq n_f$ tasks.

Assuming uniform random choice of the checked task $T \in G$, $N_q = \left\lceil \frac{\log q}{\log(1 - q)} \right\rceil$ independent calls to $EMCT$ ensure a certification by detecting massive attack with ratio $q$ and error probability bounded by $\epsilon$ [6].

The cost of the certification performed by $EMCT$ vary depending on the cost of the randomly chosen task $T$. Then, in all the sequel, we consider the average cost of certification over all (uniform) possible choices of $T$. The average number of tasks to re-execute on the verifiers in one call to $EMCT$ is $C_G = \frac{1}{2} \sum_{T \in G} |G^S(T)|$.

In this paper, we analyze the average cost of parallel certification for parallel divide & conquer computations. As presented in section 2, the cost model is based on an on-line scheduling by work-stealing. We show that in the worst case, the certification is too expansive as it conducts to a complete re-execution on the reliable resources. Conversely, section 3 exhibits upper bounds on the certification cost for tree and fork-join computations which are commonly used in algebraic computations. With such graphs, the certification can be achieved with a low overhead. To conclude, this new bound is applied to an algorithm-based fault-tolerant computation of a matrix-vector product.

2. ON-LINE SCHEDULING BY WORK STEALING AND WORST-CASE CERTIFICATION COST

Both the execution and the certification are scheduled on-line by work-stealing following the work-first principle. The principle is simple. Each processor serially executes the tasks it has locally created according to a depth-first order. Then, a processor becomes idle, it steals the oldest ready task (breadth first order) on a non-idle processor which is randomly chosen in general. This approach is implemented by the parallel programming interfaces Cilk [3, 1] and Kaapi [9]. In particular, Kaapi supports processors with changing speeds and volatility [5]. We restrict to the case where $E$ is fully-strict series-parallel [1] such as the trees and fork-join computations considered in the sequel.

Following [1, 12], on each platform $U$ and $R$ we assume a bounded ratio between the fastest and the slowest participating processors. Let $\Pi_U$ and $\Pi_U^{\infty}$ be respectively the average speed (number of unit operations per second) per processor and the total average speed on $U$. Similarly, $\Pi_R$ and $\Pi_R^{\infty}$ are defined for $R$ (e.g., assuming $n_R$ processors in $R$, $\Pi_R^{\infty} = n_R \Pi_R$).

Let $W_1$ be the total work (number of unit operations) of $E$ and $W_\infty$ its depth (maximal number of unit operations on a critical path) on an unbounded number of processors. Then, from Theorem 6 in [1], $E$ is scheduled with high probability on $U$ in time $T_U \leq \frac{W_1}{\Pi_U^{\infty}} + O\left(\frac{W_\infty}{\Pi_U}ight)$. In practice, we have $\Pi_U^{\infty} \gg \Pi_U^{\infty}$ and only the probabilistic certification of $E$ by $EMCT$ is computed on $R$. Similarly, let $W_C^R$ and $W_C^\infty$ be the total work and depth for the certification of $E$ by $EMCT$ on an unbounded number of processors. Then, certification is achieved on $R$ in time $T_R \leq \frac{W_C^R}{\Pi_R^{\infty}} + O\left(\frac{W_C^\infty}{\Pi_R}ight)$. Note that, since $EMCT$ recomputes only predecessors of a randomly chosen task, $W_C^R \leq W_1$ and $W_C^\infty \leq W_\infty$. The next lemma bounds the time for both execution and certification on the computing platform.

**Lemma 1.** With high probability, the average time $T_{EC}$ for both the execution and the certification on the computing platform is bounded by:

\[ T_{EC} \leq \frac{W_1}{\Pi_U^{\infty}} + O\left(\frac{W_\infty}{\Pi_U}ight) + \frac{W_C^R}{\Pi_R^{\infty}} + O\left(\frac{W_C^\infty}{\Pi_R}ight). \]
and in the worst case, $W^C_1 = \Omega(W_1)$ and $W^C_\infty = \Omega(W_\infty)$.

Proof. The proof on $T_{EC}$ is direct from bounds on $T_U$ and $T_R$. In the worst case, the certification performs a complete re-execution on $R$ therefore annihilating the advantage of using the grid $U$. The lower bound is for instance obtained if $G$ is a chain of $n$ unit tasks. In that case, the average cost of a single call to $EMCT$ is $C_G = \frac{n-1}{2} = \Theta(W_1)$ and, in average, $W^C_1 = C_G$. □

If some graphs conduct to the worst-case cost during the certification by $EMCT$ with $T_R = O(W_1)$, there exist numerous graphs with a much lower overhead. The next section stands that $T_R = O(W_2)$ if $G$ is a tree or a Fork-Join graph which are common in exact linear algebra.

3. AVERAGE CERTIFICATION COST ON TREES AND FORK-JOIN GRAPHS

A Fork-Join graph $G$ is a directed acyclic graph where the tasks nodes are either of type Fork (a node having at most one predecessor) or Join (a node having at most one successor); $G$ has exactly one source node and one sink node. The restricted family of Fork-Join graphs is described using the following grammar. $G$ is either:

1. a graph with only one vertex (both source and sink) which is considered as a Fork task;
2. the parallel composition of $k > 0$ Fork-Join graphs $G_1, \ldots, G_k$ with addition of two vertices $F$ (a task of type Fork) and $J$ (a task of type Join): $F$ is the source node and has $k$ direct successors which are the sources of $G_1, \ldots, G_k$; $J$ is the sink node and has $k$ direct predecessors that are the sinks of $G_1, \ldots, G_k$. Such a graph is clearly of height $h = 2d - 1$; it can be seen as an out-tree $G_F$ of height $d$ (composed by Fork tasks) followed by the symmetric in-tree $G_J$ of height $d - 1$ (composed by Join tasks), see Fig.2.

Note that the above definition forbids serial composition of fork-join graphs and thus is restrictive with respect to series-parallel graphs. However, subgraphs such as out-tree (respectively in-tree) can be encompassed by adding artificial Join tasks (respectively Fork tasks) with null work (nop operation); those artificial tasks are only considered for the random choices made by $EMCT$ but not for the effective execution, either on $U$ or $R$.

The objective of this section is to prove following theorem:

**Theorem 1.** Let $G$ be a graph of tasks with height $h$, total work $W_1$ and work depth $W_\infty$. If $G$ is either a tree or a Fork-Join graph, the average number of tasks to re-execute for a certification by $EMCT$ is $C_G = O(h)$. In addition, $T_{EC} \leq \frac{W_1}{\Pi_U} + O\left(\frac{W_\infty}{\Pi_U}\right) + O\left(\frac{h N_{\epsilon,q} W_\infty}{\Pi_R}\right) + O\left(\frac{W_\infty}{\Pi_R}\right)$.

Basically, this theorem states that the certification of execution represented by trees or Fork-Join graphs of height $h$ could be achieved with a very low overhead as $W^C_1 = O(h W_\infty) = O(W_2)$. This cost is far from the worst-case certification cost exhibited in the Lemma 1 for the class of programs generally considered in parallel computing where $W_\infty \ll W_1$.  

3.1 Certification cost with in/out-trees

To prove the Theorem 1, we first need to demonstrate some results relative to in-trees and out-trees. This is the purpose of the following lemma.

**Lemma 2.** Let $G$ be an in-tree or an out-tree of height $h$. Then $C_G \leq h + 1$ and $W^C_1 \leq (h + 1) N_{\epsilon,q} W_\infty$.

![Figure 3: Complete binary trees](image)

Proof. We distinguish both configuration:

- For out-trees, any task $T$ has at most $h + 1$ predecessors (including itself) in $G$. Therefore $C_G \leq h + 1$.
- As regards in-trees, let proceed by recurrence on the height $h$ of a tree with $n$ nodes. The proposition is verified if $h = 0$ (then $n = 1$).
- For $h > 0$, the sink node is the root of $k$ trees $(A_i)_{1 \leq i \leq k}$; $A_i$ has $n_i$ nodes and height at most $h - 1$. By recurrence, the average number of tasks to re-execute on the verifiers in one call to $EMCT$ applied to $A_i$ satisfies $C_{A_i} \leq h$. Then $n_i C_{A_i} = n + \sum_{i=1}^{k} n_i C_{A_i} \leq n + (n - 1)h < n(h + 1)$ which leads to $C_G \leq h + 1$.

The bound on $W^C_1$ follows from the fact that each task in $G$ costs at most $W_\infty$ and $N_{\epsilon,q}$ independent calls to $EMCT$ are sufficient to achieve a probabilistic certification with error probability bounded by $\epsilon$. □

3.2 Certification cost with Fork-Join graphs

We now prove a similar lemma relative to Fork-Join graphs generated by the grammar mentioned at the beginning of this section.

**Lemma 3.** Let $G$ be an Fork-Join graph of height $h$. Then $C_G \leq h + 3$ and $W^C_1 \leq (h + 3) N_{\epsilon,q} W_\infty$.

![Figure 2: A Binary Fork-Join graph](image)
Proof. The lemma is clearly correct if $h = 0$. We now assume $h > 0$; consider the out-tree $G_F$ of height $d \geq 1$ composed by $n_F$ Fork tasks followed by the symmetric in-tree $G_J$ of height $d - 1$ composed by $n_J$ Join tasks. The height $h$ of $G$ is $h = 2d - 1$ and $n = n_F + n_J$.

Let $C_{G_F}$ (resp. $C_{G_J}$) be the average number of predecessors in $G_F$ (resp. $G_J$).

Let $T \in G$: if $T$ is a Fork Task, then $G_{\leq}(T) = G_F{\leq}(T)$. Otherwise, $G_{\leq}(T)$ is composed of:

1. its $|G_J{\leq}(T)|$ predecessors in $G_J$;
2. its corresponding predecessors in $G_F$ which form an out-tree $G_F{\leq}(T'')$ with root task $T''$ symmetric of $T$;
3. at most $d + 1$ predecessors of $T''$ in $G_F$.

Then, the total number of predecessors in $G$ is bounded by:

$$nC_G \leq n_FC_{G_F} + n_J(2C_{G_J} + d + 1).$$

However, $C_{G_F} < d + 1$ and $C_{G_J} < d$ from lemma 2. Then

$$nC_G \leq n_F(d + 1) + n_J(3d + 1) \leq (d + 1)(2n_J + n) \leq 2(d + 1)n$$

as $n_J \leq \frac{q}{2}$. Finally, $C_G \leq h + 3$.

As for trees, the bound on $W_U^T$ follows the fact that each task in $G$ performs at most $W_{\infty}$ operations and that $N_{\infty}$ independent calls to $EMCT$ are sufficient to achieve a probabilistic certification with error probability bounded by $\epsilon$. □

3.3 Proof of Theorem 1

We prove this theorem by a direct application of Lemma 1 using upper bounds on $W_U^T$ provided by Lemmas 2 and 3.

4. APPLICATION TO AN EXACT MATRIX-VECTOR PRODUCT

Theorem 1 shows that the certification of Divide & Conquer algorithms whose execution is represented by a Fork-Join graph can be achieved with a very low average overhead. Assuming that an algebraic computation is defined by such an algorithm and corrects up to $\lfloor qn \rfloor$ falsifications, the non-detection of a massive attack with ratio $q$ could authorize the correction at low cost. Low rate fault-tolerant algorithms, referred as Algorithm-Based fault-tolerant (ABFT) have been proposed for exact computations in groups and rings [13, 8, 4], for linear algebra based on parity check-coding and could be generalized to other exact linear algebra computations (e.g., arithmetic circuits of higher degree) is tolerant to falsifications, the error-correcting codes to make a matrix-vector product over a finite field $F_m$ both tolerant to falsifications and massive attacks. This last technique uses BCH-coding and could be generalized to other exact linear algebra computations; but its generalization to non-linear computations (e.g., arithmetic circuits of higher degree) is open.

2. then construct a $[n, k]$ BCH error correcting code over $\mathbb{F}_m$ [11]; This code has distance $d \geq n - k + 1 \geq 2qn + 1$ and corrector rate $\geq nq$. Let $G$ denote the generator matrix of the code corresponding to the generator polynomial $g(X)$. On reliable resources $R$: Precompute $B = AG$.

3. as the code is cyclic, this can be computed by $k$ parallel polynomial products modulo $X^n - 1$ over $\mathbb{F}_m$, therefore with $O(k, n \log k) = O(k^2 \log k)$ operations. Since the matrix $A$ is used for a large number of iterations, we do not consider the overhead of this pre-computation.

Now, the algorithm for computing and certifying the result $y = x^T A$ is:

- **On unreliable resources $U$:** compute $z = x^T B = (z_0, \ldots, z_{n-1})$ with $W_1 = O(kn) = O(\frac{k^2}{1-2q})$ and $W_{\infty} = O(k \log k)$. Note that if no falsification occurs, $z = yG$. The execution corresponds to a Fork-Join graph.

- **On reliable resources $R$:** Use EMCT to detect if a massive attack with ratio $q$ has been performed. With $W^T_U = O(hN_{\infty}W_{\infty}) = O(N_{\infty} \log k)$ operations and $W_{\infty} = O(k \log k)$. If yes, restart computation of $z$. Otherwise, correct $z$ in $z'$ by BCH-decoding and compute $y = z'/g(X)$ with $W^T_U = O(k \log k)$ and $W_{\infty} = O(\log^2 \frac{k}{1-2q})$.

Finally, without considering the pre-computation of $B$, each matrix-vector product is computed in time

$$T_U = O\left(\frac{k^2}{(1 - 2q)W_U} + \frac{\log k}{W_U}\right)$$

on $U$ and certified on $R$ in

$$T_R = O\left(\frac{k \log k}{(1 - 2q)W_R} + \frac{\log^2 k}{W_R}\right)$$

5. CONCLUSION

In this paper, we extend results on EMCT with a cost analysis of a parallel certification based on on-line scheduling by work-stealing. We first proved that a probabilistic certification by massive attack detection using EMCT could be achieved efficiently with a very low overhead on trees and Fork-Join graphs. Finally, we combine this probabilistic certification with error-correcting codes to make a matrix-vector product over a finite field $F_m$ both tolerant to falsifications and massive attacks. This last technique uses BCH-coding and could be generalized to other exact linear algebra computations; but its generalization to non-linear computations (e.g., arithmetic circuits of higher degree) is open.

\[1\]
\[1\]This hypothesis is reasonable if the number of matrix-vector products to perform is very large w.r.t. $\log k$. Besides, the pre-computation cost is almost linear in the size $k^2$ of $A$ which compares favourably to the overhead of distribution of $A$ on the global computing platform $U$.\]
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